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VSAN ARCHITECTURE WITH CLUSTER FILE SYSTEM 

​VMware Virtual SAN is a shared storage 

solution for hyperconverged infrastructure 

that is optimized for vSphere virtual 

machines. It uses local storage that pools 

into a datastore where VMs consume that 

storage. 

​Veritas InfoScale Storage/Enteprise 

includes Cluster File System which 

provides parallel access to the same file 

system from multiple nodes.  

​While vSAN just provide a volume that will 

be consumed by one VM, Cluster File 

System runs within the VM to actually 

manage the data and provide concurrent 

access from any VM. 

 

​Veritas Cluster File System can create a shared file system 

across any VM which is using Virtual SAN, providing fast 

failover and ETL (Extract-Transform-Load) processing 

across VMs 

 

Veritas Cluster File 
System 
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FLEXIBLE STORAGE SHARING 

​Veritas Cluster File System can run inside 

a VMware Virtual Machine and consume 

the storage provided in form of VMDK or 

raw devices. Traditionally, that storage 

had to be shared across all the VMs so all 

the VMs had access to the same storage 

at the same time. 

​By using Flexible Storage Option, local 

disk in each of the nodes can be used to 

create a shared file system. When 

combining it with vSphere it means that 

each VM can consume its local storage. 

​Virtual SAN can also use local storage 

and still provide resiliency for the VMs 

within a vSphere cluster. In case of a 

failure, vSphere will make sure the 

infrastructure is still operational. 

​Veritas Cluster File System will guarantee 

a faster recovery of the application and a 

continuous access to the data from any 

node. 

 

​While vSphere will guarantee the infrastructure 

availability, Veritas Cluster File System will accelerate 

application recovery and will maintain continuous data 

access across any VM 

 

Shared File System 
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INFRASTRUCTURE 

 

​To demo this configuration we are going to 

use two different and independent Virtual 

SAN clusters. One VM will be running in 

each cluster that will be used to create a 

Veritas Cluster File System (CFS).   

​Flexible Storage Option for CFS will be 

used so that one copy of data resides in 

each of the clusters at all times. Any of the 

clusters can go down that CFS will keep 

the other VM running.  

​Data will be accessed from any of the VMs 

as they will have a shared file system. 

​This guide will highlight the key processes 

but it is not intended to be a complete step 

by step guide.  

 

 

 Veritas Cluster File System will 

be created across these two 

VMs 

 Each VM will consume local 

storage from vSAN datastore 
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ENABLE VSAN 

 

​We have to enable VSAN in order to 

consume local storage from each cluster.  

​All the disks will be selected and one 

datastore will be created on top. Each of 

the clusters will have a different datastore. 

From each one, VMDK files will be created 

and attached to each of the VMs. 
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VSAN NETWORK CONFIGURATION 

 

​In order to Virtual SAN to be properly 

configured we need to add one VMKernel 

adapter on each ESX hosts within the 

cluster. 

​Select the host, then click on the 

Networking tab and select VMKernel 

adapters. Click on the Add host 

networking icon and on the connection 

type select VMKernel network adapter. 

​Same operation needs to be performed in 

order to enable vMotion. The difference 

will be the type of traffic to be used within 

the interface. 

 

 

 

 

 

 

 This VMKernel network will be 

used for Virtual SAN traffic 

 This VMKernel network will be 

used for vMotion  traffic 
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SWITCH CONFIGURATION FOR CLUSTER FILE SYSTEM TRAFFIC 

 

​The VMs needs to have at least two 

private links to provide heartbeat 

information and ship I/O between them.  

​We will create two standard switches for 

the Cluster File System traffic. 

​This network will be later used during 

InfoScale Enterprise configuration. 
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VIRTUAL MACHINE CREATION 

 

 When creating the VM, the two private network links will also be 

attached 

 Each VM will use the vSAN Datastore 



12 © Veritas Technologies. 2015 12 © Veritas Technologies . 2015 

InfoScale Enterprise 
Configuration 

+ Installing InfoScale Enterprise 7.0 

 

03 



13 © Veritas Technologies. 2015 

INSTALLING INFOSCALE ENTERPRISE 7.0 

 

​The install package can be downloaded in 

any of the servers and run from there. 

​For this exercise InfoScale Enterprise and 

SFCFSHA will be chosen as it contains 

both Cluster File System and all the High 

Availability agents that will provide a fast 

failover configuration. 

 

 

​If ssh has not been enabled between 

systems, the installer will automatically set 

it up. 

 

 

 

 

 

​ 1)  Veritas InfoScale Foundation 
​     2)  Veritas InfoScale Availability 
​     3)  Veritas InfoScale Storage 
​     4)  Veritas InfoScale Enterprise 
 
​Select a product to perform pre-installation check for: [1-4,q] 4 
 
​     1)  Cluster Server (VCS) 
​     2)  Storage Foundation (SF) 
​     3)  Storage Foundation and High Availability (SFHA) 
​     4)  Storage Foundation Cluster File System HA (SFCFSHA) 
​     5)  Storage Foundation for Oracle RAC (SF Oracle RAC) 
 
​Select a component to perform pre-installation check for: [1-5,q] 4 

​ Enter the superuser password for system swv110: 
 
​     1)  Setup ssh between the systems 
​     2)  Setup rsh between the systems 
​     b)  Back to previous menu 
 
​Select the communication method [1-2,b,q,?] (1) 1 

https://www.veritas.com/product/storage-management/infoscale-enterprise
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INSTALLING INFOSCALE ENTERPRISE 7.0 

 

 

​The installer will auto-detect if any 

required package is missing. We 

recommend yum to be configured, so the 

installer can automatically install any 

required package. 

 

 

 

 

Keyless option enables the software 

utilization during 60 days. Systems need 

to be registered with VOM after that period 

of time. 

 

 

 

 

​The installer provides some guidance about how to install OS rpms 
using native methods, like yum, or how to manually install the 
required OS 
​rpms. 
 
​     1)  Install the missing required OS rpms with yum, if yum is 
configured on the systems 
​     2)  Install the missing required OS rpms manually, (detailed 
steps are provided) 
​     3)  Do not install the missing required OS rpms 
 
​How would you like to install the missing required OS rpms? [1-3,q,?] 
(1) 

 
​     1)  Enter a valid license key 
​     2)  Enable keyless licensing and complete system licensing later 
 
​How would you like to license the systems? [1-2,q] (2) 2 
 
​     1)  Veritas InfoScale Foundation 
​     2)  Veritas InfoScale Availability 
​     3)  Veritas InfoScale Storage 
​     4)  Veritas InfoScale Enterprise 
​     b)  Back to previous menu 
 
​Which product would you like to register? [1-4,b,q] (4) 4 
​Registering keyless key ENTERPRISE on Veritas InfoScale Enterprise 
​Successfully registered ENTERPRISE keyless key on swv109 
​Successfully registered ENTERPRISE keyless key on swv110 
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INSTALLING INFOSCALE ENTERPRISE 7.0 

 

 

​The two networks that were previously 

created with the VM will be used as 

private links for the Veritas Cluster File 

System 

 

 

 

 

 

 

Networks are automatically detected and 

configured 

 

 

 

 

​ Veritas InfoScale Enterprise 7.0 Configure Program 
                        swv109 swv110 
 
​     1)  Configure the heartbeat links using LLT over Ethernet 
​     2)  Configure the heartbeat links using LLT over UDP 
​     3)  Configure the heartbeat links using LLT over RDMA 
​     4)  Automatically detect configuration for LLT over Ethernet 
​     b)  Back to previous menu 
 
​How would you like to configure heartbeat links? [1-4,b,q,?] (4) 1 

 
​ Checking media speed for eno33559296 on swv109............ 10000Mb/s 
​ Checking media speed for eno50338560 on swv109 ........... 10000Mb/s 
​ Checking media speed for eno33559296 on swv110 ........... 10000Mb/s 
​ Checking media speed for eno50338560 on swv110 ........... 10000Mb/s 
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ATTACH VMDKS 

 

We are going to attach three new disks of 

16GB each one to the VM. Those disks 

will reside on the vSAN data store. 

Select Edit Setting for the VM and select 

New Hard Disk, using the vSAN data 

store. 
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DISK.ENABLEUUID SETTING 

 

There is one important step when 

configuring Veritas Cluster File System on 

VMware and the storage is provided by 

VMDK files.  

VMware offers a setting that provides an 

unique UUID (identifier) for each VMDK. 

This is important so the disks will provide 

a consistent identifier upon any reboot. 

Once a VM is created that is going to be 

used with CFS, this setting will be 

enabled.  

If the setting has not been previously 

enabled, the disks appear as sdb, sdc, 

etc.. This is not correct and means that the 

Veritas ASL (Array Support Library) is not 

recognizing the disks properly. 

Once disk.EnableUUID has been set at 

TRUE, the disks are properly recognized 

within the VM with the vmdk* prefix on the 

disk name. 

​swv109.samgpunb.symantec.com:/root> vxdisk list 
​DEVICE       TYPE            DISK         GROUP        STATUS 
​sda          auto:none       -            -            online invalid 
​sdb          auto:none       -            -            online invalid 
​sdc          auto:none       -            -            online invalid 
​sdd          auto:none       -            -            online invalid 

 The disks are not properly recognized 

 Click on Edit Settings, choose VM Options and click on Edit 

Configuration… 

​vmdk0_0      auto:none       -            -            online invalid 
​vmdk0_2      auto:none       -            -            online invalid 
​vmdk0_3      auto:none       -            -            online invalid 
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DISK INITIALIZATION 

 

Once the disks are properly configured 

with the VMs, a file system will be created. 

Note that each VM is treating each disks 

as local, but we are going to create a 

global namespace across the two VMs.  

Our first step is to export those disks so 

they are visible across the cluster. All 

these tasks can be performed either using 

CLI or the VOM GUI. 

 

All the 6 disks can be selected and 

initialized with default CDS format. 
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DISK INITIALIZATION 

 

Once the disk are initialized, they can be 

exported so they will be visible across all 

the servers. 

 

 Export the disks so they are visible across the nodes 
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DISK GROUP CREATION 

 

Select the 6 disks and click on Create Disk 

Group. Enter any name and select all the 

disk available. 

 

 Add all the available disks into the Disk 

Group 
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VOLUME ATTRIBUTES 

 

Select Create Volume to get the volume 

attributes tab 

 

Stripe internally across 

the 3 available disks 

Two copies 

across hosts 

 Name and size 

Hosts involved 
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FILE SYSTEM ATTRIBUTES 

 

Next step is to create the file system 

 

Block Size 

What hosts will mount the 

file system 

Specify the mount point 

in the VM 

Cluster option so the file 

system can be mounted 

in more than one host at 

a time 
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FINAL FILE SYSTEM CONFIGURATION 

 

Following previous example, as many file 

systems as needed can be configured 

across the VMs.  

In the screenshot we can see how the 

volume named vol1 is mounted under 

/vol1 in both hosts, swv109 and swv110. 
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THE USAGE OF THE MULTI-WRITER FLAG 

 

It is common to use the VMware  multi-

writer flag when Veritas  Cluster File 

System is using shared storage. In that 

case, two or more VMs need to access to 

the same VMDK file at the same time. 

That flag is used to override the default 

VMware protection. Veritas Cluster File 

System provides the data consistency so 

several nodes can access concurrently the 

same data. 

In the approach taken in this architecture 

there is no need for multi-writer flag. Each 

VM is consuming local storage and the 

VMDK file is solely attached to one VMDK. 

We use Cluster File System Flexible 

Storage Option to make that VMDK visible 

to all the other nodes within the cluster 

and to create redundancy across them.  

 

Veritas Cluster File 
System 

VMDK VMDK 

Veritas Cluster File 
System 

VMDK VMDK 

In the figure at the top, there is a single 

data store that contains two VMDK files. 

Each of the VMs need to get access to the 

VMDK files, so we need the multi-writer 

flag to be enabled.  

The figure below is using two data stores 

and there is one VMDK file in each one. 

The VMDK file only needs to be mapped 

to the local VM. Using Flexible Storage 

Sharing feature, a file system can be 

created on top of the two VMDK files 

without having to use the multi-writer flag. 

 

 

Flexible Storage Sharing 

allows the usage of local 

storage to create a shared 

storage architecture. 

 

https://sort.symantec.com/public/documents/vie/7.0/vmwareesx/productguides/html/sfhas_virtualization/ch10s05s06.htm
https://sort.symantec.com/public/documents/vie/7.0/vmwareesx/productguides/html/sfhas_virtualization/ch10s05s06.htm
https://sort.symantec.com/public/documents/vie/7.0/vmwareesx/productguides/html/sfhas_virtualization/ch10s05s06.htm
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VMOTION 

 

VMware vMotion can be run in any of the 

VMs. The advantage is that the VM can be 

moved to any other physical hosts within 

the same VMware cluster. 

On top, Veritas Cluster File System will 

continue running without noting that the 

VM is now running in a different physical 

hosts.  
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VM FAILURE 

 

Veritas Cluster File System has the 

capability to detect a VM outage in almost 

no time. This clearly enhance the SLA of 

vSphere. Recovery times for vSphere are 

longer, so Cluster File System will detect 

the application, VM or ESX outage and will 

migrate the service to any other VM. 

We simulate a VM failure running the halt 

command and in the next second (note 

different timezones) the other node detect 

the failure and initiate the service 

recovery, while VM still think that the VM 

is up. 

 

 

​2015/10/09 23:19:50 VCS NOTICE V-16-1-10322 System swv109 (Node '0') 
changed state from RUNNING to LEAVING 

​swv109.samgpunb.symantec.com:/root>date;halt 
​Fri Oct  9 18:49:49 BST 2015 

A failure is simulated in the first node of the Veritas cluster 

The second node automatically detects the failure and initiates the app recovery 

vSphere still thinks the VM is up 

ESX server and VM had different time zones. The 

difference is just 1 second 
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ESX FAILURE 

 

No matter whether the VM has failed or 

the ESX server has crashed, Veritas 

Cluster Server will detect that crash and 

will make sure the service continues 

running in another node of the cluster. The 

file system will still be mounted and data 

will be accessible from the other nodes.  

vSphere HA will detect the ESX failure 

later and will bring the VM up in another 

ESX within the vSphere cluster. 

By combining Veritas Cluster File System 

and vSphere HA we get highest protection 

for our applications. While Veritas takes 

care of the file system access and 

application recovery in no time, vSphere 

guarantees that the failed VM will continue 

running in another host. 

 

 

vSphere will restart the VM upon host failure 

Around 8 seconds after the ESX has been powered off, CFS detects the failure 

​2015/10/09 23:49:12 VCS ERROR V-16-1-10079 System swv109 (Node '0') is in 
Down State - Membership: 0x2 

Later vSphere HA restart the VM in another ESX server 


