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About this document

This document explains how to configure an EMC® Data Domain® system as an
archive target for the Symantec Enterprise Vault Software Suite. Please confirm you
have the most recent version of the Integration Guide specific to your environment
before proceeding to ensure you have the latest best practices information.

This document is applicable for the following versions of Symantec Enterprise:

e Symantec Enterprise Vault 8 or 9

When using Symantec Enterprise Vault 8, EMC recommends Enterprise Vault 8 SP3 or
later.

This document is applicable for the following versions of the Data Domain operating
system (DDOS):

e Data Domain systems running DDOS versions 4.8.x, 4.9.x, and 5.0.x

e Data Domain Archiver running DDOS version 5.0.x

If your Data Domain system is a DD Archiver, refer to “Using with the Data Domain
Archiver” on page 31 for additional information relevant to Archiver features.

Audience

This guide is intended for customers, technical field consultants, and customer
engineers who have familiarity with either Data Domain operations and/or Symantec
Enterprise Vault.

Related documents

The Data Domain and Symantec documents referred to in this guide provide
additional information for configuring and using Data Domain and Symantec
Enterprise Vault..

Symantec Enterprise Vault 8 documents are available on the Symantec website at
http://www.symantec.com/business/support/index?page=content&id=TECH140747

Symantec Enterprise Vault 9 documents are available on the Symantec website at
http://www.symantec.com/business/support/index?page=content&id=TECH140748

Documentation for the Data Domain system is available at:

https://my.datadomain.com/documentation
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Configuration overview

Configuring a Data Domain system as an archive target for Symantec Enterprise Vault
involves these basic steps:

1. Configure the Enterprise Vault software and environment to properly target the
various filesystems, email databases, and/or SharePoint repositories you want to
archive. See “Related documents” for a list of available Symantec Enterprise Vault
guides and manuals.

2. Install and enable Data Domain licenses if required by your environment.

3. Create CIFS shares on the EMC Data Domain for use as Enterprise Vault “Vault
Store/Groups/Partitions”.

4. Configure the shares created in step 3 within the context of the Enterprise Vault
software, adding Data Domain as a “vault store.”

5. Create archive policies and schedules.
6. Perform a test archive and verify that it finishes successfully.

These steps are covered in more detail in this guide and in the Enterprise Vault and
Data Domain product documentation.

Restrictions and noteworthy behaviors
There are two ways in which Data Domain can be configured with Enterprise Vault:

e Recommended: Use Enterprise Vault collections and migration

This method provides the best overall performance and limits the number of files
that are written to Data Domain. Data Domain currently has a “comfortable” limit
of 100 million files. This method helps reduce the number of files the Data
Domain handles in large Enterprise Vault implementations.

Restriction: DD Retention Lock cannot be used with this method.

e Use EV to directly write savesets to Data Domain

This method creates many small files, and should only be used for smaller
implementations where DD Retention Lock is absolutelyrequired.

Prerequisites

The following are required when integrating Symantec Enterprise Vault with Data
Domain:

e One Data Domain system with DDOS 4.8, 4.9, or 5.0.x installed

The minimum DDOS version when using the Data Domain Archiver is DDOS 5.0.x.

e Asecond Data Domain system if replication is to be configured.
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e Symantec Enterprise Vault software

Enterprise Vault 8 SP3 is the minimum version required when using the Data Domain
Retention Lock feature. It is also the minimum version recommended for integrating
Enterprise Vault 8 with Data Domain.

The following licenses are required:

e Data Domain Replication licenses, if replication is to be configured

e A Data Domain Retention Lock license (required only if this feature is to be used)
e A Data Domain Archiver license if the Data Domain system is a DD Archiver

e Symantec Enterprise Vault licenses as appropriate for your configuration

Data Domain DDOS 4.x system configuration

Follow the instructions in this section if you are using DDOS 4.8 or DDOS 4.9. If your
Data Domain system is running DDOS 5.0, go to “Data Domain DDOS 5.0 system
configuration” on page 10. The home page of the Data Domain GUI displays the DDOS
version.

This section assumes that the Data Domain system is named ddhostname. You may
need to use the fully-qualified domain name in your environment.

The Data Domain system should be joined to the same Microsoft Active Directory
domain as the Enterprise Vault configuration. Please refer to the CIFS section of the
Data Domain 4.x Administrator’s Guide for detailed instructions on how to configure a
Data Domain system when using the CIFS protocol.

All Data Domain commands are executed via an SSH session. For Windows clients,
use a freeware tool like PUTTY.exe to establish an SSH session with the Data Domain
system.

Enable basic CIFS access on the Data Domain system
1. Establish an SSH session with the Data Domain system as sysadmin or as a user
with sysadmin privileges.

2. Determine the current CIFS access level by running the Data Domain OS command
cifs show clients. The output in the example below shows that the access
for the Data Domain share /backup is open to all hosts as indicated by the “*”:

# cifs show clients
path client

3. Ifthe /backup path is not listed, or the client list does not include either ‘*’ or the
archive host, use the cifs add client-list command to grant access to the
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archive server. This example grants access to /backup to the archive server
clientl:

# cifs add /backup clientl

Using * as a client name allows all servers access to the specified path on the Data
Domain system.

4. Verify the result:

# cifs show clients
path client

5. Repeat this procedure to add the archive server to the Data Domain replica if
replication is configured.

You should now be able to map to the Data Domain /backup share as with any CIFS
share.

Configure the archive directory structure
1. From the archive server (or another authorized administrative server), map a drive
to the Data Domain CIFS share /backup.

2. Onthis mapped drive, create the directory structure that you want for the archive
configuration. EMC recommends that you create a separate folder for each
Enterprise Vault Vault Store Partition. For example, create a folder called
ev8archtgt. (See Figure 1.)

The directory structure is configuration- and use-case-dependent. Review your
choices with your storage team and your EMC consultant, professional services team,
or technical support representative.
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# '',192.168.36.32\backup
File Edi Wiew Favorites Tools  Help | :,r
QBack » 3 - (¥ | ) search [ Folders | (R
Address |7 11192, 168.36. 32 backup = e
Mame = | Size | Type | Date Modified |
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= Al Pt host File Folder 7{27}2010 1:35 PM
__@ Move this Folder Cvte File Folder 8/5(2010 10:19 AM
[Py Copy this Folder Mew Folder File Folder 8/19/2010 2:10 PM
@ Publish this Folder to the
Web
ij E-mail this folder's files
< Delete this Folder
Other Places 2
9 1921683632
LB My Documents
t) My Cornputer
& My Metwork Places
Details S
New Folder
File: Folder
|1 objects selected @ Inkernet 7

Figure 1  Archive directory structure

Configure CIFS shares on the Data Domain system

Follow these steps to create CIFS share(s) for each archive type (archive application)
on the Data Domain and give the archive server access to the share(s):

1. Establish an SSH session with the Data Domain system as sysadmin or as a user
with the sysadmin privilege.

2. Usethecifs share create sharename path path clients
client-li1st command to create an explicit CIFS share to be the mount point
for each archive server.

For example, to create a CIFS share called ev8archtgt in the Data Domain
system to be used as the mount point for /backup/ev8archtgt for the Archive
serverclientl:

# cifs share create ev8archtgt path /backup/ev8archtgt clients
clientl

3. Enable the Data Domain share using the cifs share enable sharename
command:
# cifs share enable ev8archtgt

4. Repeat steps 2 and 3 to create additional CIFS shares to be used as archive
targets.
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Alternatively, you can use the Data Domain Enterprise Manager web-based GUI to
configure the appropriate shares.

You should now be able to map a drive on the archive server (or another authorized
administrative server) to each Data Domain share as with any CIFS share. For
example: \\«ddhostnames\<share name> or \\<Data Domain IP address>\<share name>.

Enable the Retention Lock feature (optional)

Data Domain Retention lock software enables you to easily implement deduplication
with file locking to satisfy IT governance and compliance policies for active archive
protection. Data Domain Retention Lock also enables electronic data shredding on a
per-file basis to ensure that deleted files have been disposed of in an appropriate
and permanent manner, in order to main confidentiality of classified material, limit
liability, and enforce privacy requirements.

If using the Retention Lock feature, do the following steps to install the Retention
Lock license, enable the feature, and specify the retention period during which the
file cannot be deleted or modified. The default minimum retention period is 12 hours
and the default maximum retention period is 5 years. The maximum retention period
in a CIFS environment can be 70 years.

When using DDOS 4.x, you will have the ability to configure only a single retention
lock period for the filesystem.

The retention period is specified in the format [number][unit]. Possible unit values are
min, hr, day, mo, year.

For more information on the Retention Lock feature and its commands, please refer to
the Data Domain Retention Lock Software User Guide.

1. Establish an SSH session with the Data Domain system as sysadmin or as a user
with the sysadmin privilege.

2. Add the Data Domain Retention Lock license by entering this command:
# license add license_number

3. Enable the Retention Lock feature with this command:
# TFilesys retention-lock enable
4. Setthe minimum or maximum retention period with this command:

# Filesys retention-lock option set min-retention-period
[number][unit]

# Filesys retention-lock option set max-retention-period
[number][unit]

5. Verify your retention lock settings with the following commands:

# Filesys retention-lock status

# Tilesys retention-lock option show min-retention-period
# Filesys retention-lock option show max-retention-period
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Data Domain DDOS 5.0 system configuration

Follow the instructions in this section if you are using DDOS 5.0. If your Data Domain
system is running DDOS 4.x, go to “Data Domain DDOS 4.x system configuration” on
page 6. The home page of the Data Domain GUI displays the DDOS version.

This section assumes that the Data Domain system is named ddhostname. You may
need to use the fully-qualified domain name in your environment.

The Data Domain system should be joined to the same Microsoft Active Directory
domain as the Enterprise Vault configuration. Please refer to the CIFS section of the
Data Domain 5.x Administrator’s Guide for detailed instructions on how to configure a
Data Domain system when using the CIFS protocol.

All Data Domain commands are executed via an SSH session. For Windows clients,
use a freeware tool like PUTTY.exe to establish an SSH session with the Data Domain
system.

Enable basic CIFS access on the Data Domain system

1. Establish an SSH session with the Data Domain system as sysadmin or as a user
with sysadmin privileges.

2. Determine the current CIFS access level by running the Data Domain OS command
cifs show clients. The outputin the example below shows that the access
for the Data Domain share /backup is open to all hosts as indicated by the “*”:

# cifs show clients
path client

3. Ifthe /backup path is not list, or the client list does not include either “** or the
archive host, use the cifs add client-list command to grant access to the
archive server. This example grants access to /backup to the archive server
clientl:

# cifs add /backup *

Using * as a client name allows all servers access to the specified path on the Data
Domain system.

4. Verify the result:

# cifs show clients
path client

5. Repeat this procedure to add the archive server to the Data Domain replica if
replication is configured.
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You should now be able to map to the Data Domain /backup share as with any CIFS
share.

MTree Setup and Configuration

DDOS 5.0 introduces MTrees (managed trees). An MTree is a logical partition of the
namespace in the Data Domain filesystem that can be used to group files for
management purposes such as a distinct snapshot schedule, replication, retention,
etc.

EMC recommends that you create a separate MTree (at least one) which will contain
the target CIFS share for the Enterprise Vault Vault Store Partition.

To create an MTree:
1. Click the Data Management > MTree tab.
2. Inthe MTree overview area, click Create. The Create MTree dialog box appears.

3. Entera name for the MTree in the MTree Name text box. For example, enter
ev9archdata as the MTree name.

4. Click OK. The new MTree displays in the MTree table (Figure 2).

Data Management Replication Hardware System Settings
File System MTree Snapshots CIFS MFS YTL DD Boost
Filter By MTree Name: | |
| Mres Hame ~ Last 2dor :;:: 2y Last 2dhr Weekly Avg | Last Week Weekhy Aug Last Week
Pre-Comp Com-p Comp Ratio Post Comp Post-Comp Comp Ratio Comp Ratio
[T idatarcolt/backup 0.0 GiB 0.0 Gig 0.0 0.0Gie 0.0 GiB(0.0%) 0.0 0.0
[T idatafcolticifssharet 0.0 GiB 0.0 GiB 0.0x 0.0 GiB 0.0 GiB{0.0%) 0.0% 0.0
Idatafcall/ev3archdata 0.0 GiB 0.0 GiB 0.0x% 0.0 GiB
lterns Selected: 1 ltems 1-30f 3
J Summary ] Space Usage Draily Written Daka Movement
Detail Information
Full Path: {data/col fevdarchdata CIFS shared: Mo
Pre-Comp Size: 0.0 GiB MES exported: Mo
Status: R DD Boost Storage Unit: Lnknown
Snapshots Azsign Snapshot Schedules.
Total Snapshots: a Oldest Shapshot:
Expired: 0 Newest Snapshot:
Unexpired: i} Hext Scheduled:
Assigned Snapshot Schedules:
Retention Lock

Figure 2  Creating an MTree
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5. Repeat steps 2-4 to create one or more additional MTrees.

Configure a CIFS share in an MTree on the Data Domain system

Follow the steps in this section to create a CIFS share, archivefiledata, in the
ev9archivedata MTree on the Data Domain system and give the archive (or authorized
administrative) server access to the share using the Data Domain Enterprise Manager.

1. Click Data Management > MTree tab to navigate to the MTree view.

2. Select the MTree and click Create Share in the MTree Summary. The Create Shares
dialog box appears (Figure 3).

3. Inthe Create Shares dialog box, enter the following information:
Enter a name for the share. For example, “archivefiledata”.

b. Add a client by clicking the plus sign (+) in the Clients area. The Client dialog
box appears.

c. Enterthe name of the client in the Client text box and click OK. Repeat this
step for each client that you need to configure.

d. Click OK

Create Share

System DDAppENG360-2.henson.int
Share Hame: :a rchivefiledata |
Directory Path: |Idatafcol1fevgarchdata |
Comment: | |
— Clients — Users and Groups
[~ | Client [~ | User/Group | Type
o "
— Options
Max Connections: .
& Ui ¥ Allow Browsing
c | ¥ ‘Wiritable
(8138 || Cancel

Figure 3  Create Share dialog

4. Repeat steps 2 and 3 to create a share for another MTree.
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You can also create one or more shares for an MTree under Data Management > CIFS.
1. Select the Shares tab.
2. Click Create and enter the following information:

a. Enteraname for the share.

b. Enterthe directory path for the share. This directory path will be
/data/col1/<MTree name>.

c. Add a client by clicking the plus sign (+) in the Clients area. The Client dialog
box appears.

d. Enter the name of the client in the Client text box and click OK. Repeat this
step for each client that you need to configure.

e. Click OK.

3. Repeat step 2 for each additional share.

The directory path for the share created above will be used in the Vault Store partition
configuration. Alternatively, you can use the Data Domain CLI to configure the
appropriate shares.

You should now be able to map a drive on the archive server (or another authorized
administrative server) to each Data Domain share as with any CIFS share. For
example: \\«ddhostname»\<share name> or \\<Data Domain IP address>\<share name>.

Enable the Retention Lock feature (optional)

Data Domain Retention lock software enables you to easily implement deduplication
with file locking to satisfy IT governance and compliance policies for active archive
protection. Data Domain Retention Lock also enables electronic data shredding on a
per-file basis to ensure that deleted files have been disposed of in an appropriate
and permanent manner, in order to main confidentiality of classified material, limit
liability, and enforce privacy requirements.

If using the Retention Lock feature, do the following steps to install the Retention
Lock license, enable the feature, and specify the retention period during which the
file cannot be deleted or modified. The default minimum retention period is 12 hours
and the default maximum retention period is 5 years. The maximum retention period
in a CIFS environment can be 70 years.

The retention period is specified in the format [number][unit]. Possible unit values are
min, hr, day, mo, year.

With DDOS 5.0 and later, you will be able to have a different retention period for each
MTree configured. It will also allow different retention periods for each Vault Store
Partition configured with the “supports Retention Lock” option.
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Add the Data Domain Retention Lock license:

1. Click the System Settings » Licenses tabs. If Retention Lock is not listed, add
the retention lock license as follows:

a. Inthe Licensed Features pane, click Add. The Add License Key dialog box
appears.

b. Inthe License Key text box, enter the license key.

c. Click OK. The added license appears in the license list.
2. Click the Data Management » MTree tabs. MTree summary information appears.
3. Select the MTree to which retention is to be applied and click on its Summary tab.

4. Scroll down to the Retention Lock area and click Edit. The Modify Retention Lock
dialog box appears (Figure 4).

Maodify Retention Lock for idataicol1ievoarchdata

System DDAppENgB60-2 henson.int
[ Enable

Retention Period

Minimum: 12 | hour =]
Maximum: |5 |‘r‘ear |
| Ok || Cancel |

Figure 4  Modify Retention Lock dialog

5. Click the Enable check box to enable Retention Lock on the Data Domain system.

6. To modify the minimum or maximum retention period (the feature must be
enabled first), modify the minimum or maximum time period:

a. Type a number for the interval in the text box (for example, 5 or 14).

b. From the drop-down list, select an interval (minutes, hours, days, years). To
reset the minimum or maximum retention period to the default, click Default.

c. Click OK.

7. Repeat steps 3-6 for each additional MTree to which a Retention Period is to be
applied.

For more information on the Retention Lock feature and its CLI commands, please
refer to the Data Domain Retention Lock Software User Guide.
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Configuring Enterprise Vault archive storage with collections
and migration

This section covers the recommended method for configuring the Data Domain
system as the archive repository for Enterprise Vault. When properly configured, this
method employs the following data flow:

1. Enterprise Vault writes savesets to a location on primary storage that provides
temporary storage for Vault Store Partition files. This location is a local NTFS
volume or a network share with appropriate 10 throughput and capacity to store
several days/weeks of data. Its size will depend on the desired
collection/migration / deletion schedule.

The size of the temporary storage for the Vault Store Partition file you will need
can be calculated as follows:

Temporary Storage =C * (X *B) + Y + Z) *SF

Where:
C = size of data archived per day
X = age of savesets before collections are created
Y = age of collections before they are migrated
Z = num days after migration before collections are deleted from temporary storage
B = number of days between backups (1 = backups every day)
SF = desired Safety Factor (i.e., 1.20 = 20%, 2.00 = 2 days, 3.00 = days, etc.)

2. The savesets are “collected” into 10MB .cab files based on age since last
modified. Savesets cannot be collected until an Enterprise Vault backup occurs or
is simulated.

3. The collections (.cab files) are migrated to a Data Domain share based on age
since collected (last modified).

4. The original savesets and collections are deleted from primary storage.

DD Retention Lock cannot be used with this method. Refer to “Using with the optional
Retention Lock feature” on page 31 for the configuration steps required for use with
that feature.

Figure 5 illustrates data flow using this method over a two week period. For this
example, Enterprise Vault writes savesets (.dsv) to TEMP daily. Its collection process
“collects” those savesets that have resided on TEMP one day into 10MB .cab files. Its
migration process copies those .cab files that are 3 days old to Data Domain
renaming the original .cab file in TEMP to .archcab. The migration process also
deletes .archcab files when they reach 7 days of age.
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Enterprise Vault Collection/Migration method
“X"=1day, “Y" =3 days, “Z" =7 days

EV Collection EV Migrator

“%" days after savesets created on TEMP “¥* days after .cab file created on TEMP

« Create 10MB .cab files from EV savesets = "X" + Copy .cab file to Data Domain

« Delete savesets used for .cab files *« Rename copied .cab file on TEMP to .archcab

"Z" days after .cab file copied to Data Damain
* Remove .archcab fle from TEMP

M Tu Wed Thu Fri Sat Sun M T Wed Thu Fri Sat Sun
TEMP storage for dsv .cab .cab .cdh archcab  .archcab  archeab  .archeab  .archecab  .archeab
Vault dsv .cab .czh .cab archcab  archeab  .archcab  archeab  .archeab  archoah
Store Partition dsw cah .cab .cab archceb  .archcab  .archcab .archeab archcah  archeab
dsw «cab .cab «cab archcab  archcab  .archcab .archcab  archeab  archeab
—_— dsv _cab .cab .caby .archceb  .archcab .archcab  archcab  archeab  archcab
dsw .cab .cab .cab .archcal .archcab  archcab  .archcab  .archcab
dsw «ab cab .cab .archcab  archceb  archeab  archeab
= dsw .cab .ab .cab sarchcab  archeab | _archcab
=} dsv .ab .cab e archcab | archcab
NTES Volume ar .dsv .cab .cah cab -archcab
Metwork Share -dsv cah cab -cab
dsv «zb .cab
dsv cab
dsw
o
M Tu Wed Thu Fri Sat Sun M T Wed Thu Fri Sat Sun
D D . cab .cab .cab .cab .cab .cab .cab cab .cab .cab
e Roma -cab .cab .cab .cab .cab .cab .cah ab .cab
«cab .cab .cab .cab .cab «cah «cab .cab
.cab .cab .cab .cab czh «cab .cab
.ab .ab .cab b .cab .cab
cak .cab cab «cab .cab
-cab cah «cab .cab
cab b .cab
el .cab
.cab

Figure 5 Example Enterprise Vault Collection/Migration data flow
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Configure a Vault Store Partition

Follow the steps below to create a Vault Store Partition that Enterprise Vault will use
to migrate collections to the Data Domain system. It is assumed that a Vault Store

Group and Vault Store are already set up using your naming conventions and best
practices.

1. Within the EV Administrator Console, right-click on the Vault Store in which the
Vault Store Partition will be created. Select New » Partition... (Figure 6)

F= ¥ault - [Console Root'Enterprise Yault'Directory on QAIA39.QAIAARCHIVE.LOCAL gaia-ey9-vault-site',¥ault Store Groups'DataDomain
File  Action  Wiew Favorites  Tools  Window  Help

e rE0Hc= HE QD& > 8
.1 Console Rook Name
El @) Enterprise Vault
= Qﬂa Directary on GATIASS, QAIAARCHIVE, LOCAL
€3 Status (23 Critical)
=l ﬁ qaia-ev9-vault-site
) Targets
Palicies

@

| Descripkion I Status | Device Type
@DataDomainEmailVSDl ... Partition of Yault Store DataDomainE...  Open MTFS Walume

(=l [ Enterprise Yault Servers Reporting
= @ gaiaevdsvrl, QAIAARCHIVE.LOCAL (( Set Backup Made
% Services —
7 Tl pareen... |
.:@ frchives Refresh
= E5 Yault Store Groups = e
=] cJ DatalomaintG1 2R
I8 DataDomainy's1 i »
I8 Databomainys4 R
I8 Datalomainys3 Arrange Icons ¥
I8 Databomainysz Line up Irons
I8 DataDomainEmail¥S01 Propetties
] Express Yault Store Group
Help
@ Personal Store Management

€3 Enterpriss Yault Onling

< |  HiE

|Creates a new item in this container,

Figure 6 Create a new partition
2. Click Next.

Enter a name for the partition along with a description if desired.

4. Create the new partition in an Open state if planning to use the Data Domain right
away. Click Next. (Figure 7)
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Mew Partition E |

Enter 3 name and a description for the new Vault Skore Parkition.

Mame:

I DataDomainEmailS01 PEn7?

Descripkion:

I Partition of Yault Store DataDomainEmaily301

& Waulk Store can have only one partition open for archiving, If vou
open this new partition, any exiskting open partition will be closed.

Create this new partition:

= Back I MExk = I Cancel | Help |

Figure 7  Vault Store partition parameters

5. Select NTFS Volume or Network Share as the Storage Type (Figure 8). This should
be primary storage and will define a location that will temporarily house the data
to be written to Data Domain during the “migration” process. Click Next.
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Mew Partition | x| |

Enkerprise Yaulk can create a Yaulk Store Partition on various types of
storage. Click Help For maore information,

Storage bype:

NTFS Yolume |

3 e
MTFS Yolurne

Symantec Filestore

ME000 Series

Plasmon UDT Archive Appliance

HYDRAsEor

Daka Domain

Sun Storage 7000 Unified Open Storage Syskem
FLUIITSU ETERMIS Disk Storage Systems

Cracle Sun ZF5 Storage Appliance

Pillar &xiom

EMC Celerra Unified Storage Plakforms

EMC Centera

Hitachi Conkent Plakfarm (HCP)

Hitachi Content Archive Platform (HCAP)
Metbpp Device

Dell O Object Storage Plakform

aringo CAStor J
Sun StorageTek 5000 MAS
Assureon Srchive

Permabit Enkerprise Archive
KOMpliance Secure Archive Skarage
iTernity Compliant Archive Solukion

Figure 8  Specify NTFS Volume or Network Share as the Storage Type for the
partition

6. Select the volume or network share representing the temporary location to hold
files for later migration to Data Domain. (Figure 9)

The EV Vault service account must have full read/write permissions to this volume or
share.
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MNew Partition Ed |

Select an MNTFS wolume on QATAZS:

Yolume Free Space
=7 T 185 GE
EPD: 287 6B
=7 )8 1.29TE

< Back I Mexk = I Cancel Help

Figure 9  Location of temporary primary storage

7. Select the options that reflect the features (data deduplication and data
compression) the Data Domain system will utilize. (Figure 10).

a. Click Device performs data deduplication.
b. Click Device performs data compression.
c. Click Next.

Choosing these settings will prevent Enterprise Vault from sending any pre-
compressed or pre-deduplicated data to the Data Domain system.
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MNew Partition | x| |

Enter the path to the Folder that you want ko use Far the partition, or
click Browse,

Location Far the new Waulk Store Partition:

I'I,Enterprise Yault SkaresiDatabDomainEmailysol Pin? Browse, .. |

—MTF3 Wolume storage settings

Hows is the storage device configured For this wolume?

¥ Device performs data deduplication

¥ Device performs data compression

Click. Help For more infarmation on these settings.

< Back I Mexk = I Cancel Help |

Figure 10 Temporary storage settings

8. Click Run Test to perform a connectivity test to the temporary storage and SQL
servers to make sure that connectivity to the Vault Store Partition is available.
(Figure 11) Once all test results report as “Good”, click Next.
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New Partition |

Fun the connectiviey kest to indicate the performance of this parkition
in single inskance storage.  Click Run Test to start the test,
Connectivity test progress:
Source | Destination | Connection raking
qaiaev9syrl, Q... QAIAST Good
QAIAGY QAIASY Good
QAIAZ9 gaiagv9sql.gaia... Good
Jl | B
Fun Test Reparkt |
< Back | Mexk = | Cancel Help |

Figure 11 Validate partition connectivity

9. Select Not Enabled as the desired behavior for Vault Store Partition Rollover.
(Figure 12). Click Next.

If using temporary primary storage with a Data Domain system with enough capacity
to support the implementation, it is unnecessary to configure partition rollover.

New Partition

Partition Rollover : INot Enahlad j

Enabled based on volume
Enabled based on time

—yolume ————|Enabled based on time or volume
¥ When volume reaches Iﬁ % free
€ When volumne reaches I 1 j IGB ﬂ free
= Time
% after I 3 j IMDnths j
Con | |
| =

= Back I Mext = I Cancel | Help

Figure 12 Partition Rollover method selection
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10.Ensure that the checkbox Create Vault Store Partition with security ACLs is
selected. (Figure 13) Click Next.

New Partition

Enterprise Wault can create a Vaulk Store Partition with or without
security ACLs, Click Help For more infarmation,

¥ Create Yaul: Store Partition with security &CLs

< Back I Mext = I Cancel Help

Figure 13 Specify security ACLs

11.Choose the desired method for how to check that archived items are secured
(Figure 14). Click Next.

Symantec recommends that if you are not backing up the actual Vault Store
Partitions, use trigger file(s) in order for Enterprise Vault to remove the safety copies,
create collections, and stub the files or emails (if configured).

If you are backing up Vault Store Partitions, use the archive bit as the means to check
that the archived item is secured. This will allow Enterprise Vault to remove the safety
copies, create collections, and stub the files or emails (if configured).

If you are replicating to a second Data Domain system instead, the archive bit will
never be reset on Data Domain. You will need to use trigger file(s) in order for
Enterprise Vault to remove safety copies, create collections, and stub the files or
emails (if configured).

Collections will not proceed until a backup of the Vault Store Partition is performed or
simulated (with trigger files).
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New Partition |

Enterprise Mault checks whether items have been secured when the
wault store is taken out of backup mode, and when the storage
service starts, Click Help For more information,

Haow do yaou wank ko check whether ikems have been secured?

% |Jse the archive attribute

—{" Check for a trigger file

You can set a partition scan interval to perform additional checks
for the trigger file, if required.

[¥ Scam parbibion every I Al _l? minubes

< Back I Mexk = I Zancel | Help |

Figure 14 Specify how Enterprise Vault will check that a file is archived

12.Select Enterprise Vault as the software to to use to manage migration of the
collection files to the Data Domain (Figure 15).

MNew Partition E

Enterprise Yault can integrate with file colleckion saftware,

Seleck the file collection software to use:

Select 'Enterprise Yault' to use Enterprise Yaulk file collection
software, See Help Far mare infarmation.

< Back I Mext = I Cancel | Help |

Figure 15 Specify software to use for collection migration

13.Configure the time window during which Enterprise Vault will gather files and
create collections.
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This process will read all data and re-write eligible data to a .cab file. EMC
recommends specifying a schedule that will not interfere with other processes that
may need storage I0.

14.Specify 10 megabytes as the maximum collection file size. (Figure 16) Click Next.

Specifying larger collection file sizes than 10 MB will result in longer restore times
and is not recommended by either Symantec or EMC.

MNew Partition E

Enter the time at which wau want daily File collection to kake place.

Start at: ﬁ:uu:uu aM _,;
End at: |4:DD:DD P E

Enter the maximum collection File size.

Limit collection files ko: I 10 megabytes

< Back I MNext = I Cancel Help

Figure 16 Specify file collection window

15.Specify the collection age policy. (Figure 17) This determines the file age at files to
be archived will be grouped into “collection files.” This can be set to 1 day in
order to protect the files on Data Domain. There is no advantage to keeping the
files uncollected any longer, unless the backup schedule for the Vault Store
Partition is longer. Remember, only files that have been backed up can be
collected. The higher this age value, the more temporary primary storage will be
necessary.

16.Select the Migrate files to secondary storage checkbox and click Next.
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Mew Partition

Enter the age at which Files will be collected, See Help for more
information.

Collect files alder than:

I 1 ::I IDays j

Enterprise Mault can migrate files ko secondary storage.,

¥ Migrate files to secondary storage

< Back I Mext = I Cancel Help

Figure 17 Collection age policy

17.Select Enterprise Vault as the file migrator software. (Figure 18)

Mew Partition E

Enterprise Mault can integrate with file migrator software.

Select the file migrator software ko use:

Migrator Descripkion:

Enterprise Wault Migrator

< Back I Mext = I Cancel | Help |

Figure 18 Select file migration software

18.Select the age at which collection files are to be migrated. (Figure 19) Collections
will be migrated after they have aged to this value. This can be set to 1 day. The
higher this value, the more temporary primary storage will be necessary. The only
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disadvantage to waiting longer to migrate is that migrated files will be slightly
slower to recall.

Mew Partition E |

Enker the age at which files will be migrated.

Migrate files alder than:

Enter the age at which migrated files will be removed from primars:
skorage,

Remove Files from primary storage:

|1 j I'-.-'u'eeks j afker migration.

9 symantec.

< Back I Mext = I Cancel Help

Figure 19 Collection migration policy

19.Select the age at which to remove files from temporary primary storage after
migration to the Data Domain. Click Next.

It is a best practice to make sure that the migrated collections have been replicated or
protected prior to removing them from primary storage. There are no specific
recommendations here. However, 3 days or 1 week may be good ages to use.
Remember, the higher this age value, the more temporary primary storage will be
necessary.

20.Select the Secondary Storage location. (Figure 20) This location is the fully
qualified UNC path to a share that has been previously created on the Data
Domain. Click Next.

The EV Vault service account must have full read/write permissions to the Data
Domain share.
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MNew Partition E

Choose a secondary storage location, Enker a UMC path of a Falder
ot click Browse to search for one.

Secondary skorage location:

I Y\dda60-1.gaarchive. localievd_emaildata_collections|

Eraowse. .. |

< Back I Mext = I Cancel | Help |

Figure 20 Select the Data Domain share as the secondary storage location

21.Review your settings for correctness and click Finish to complete setup of the
partition. (Figure 21)

Mew Partition

‘fou hawve now entered all the information required to create the new
Mault Store Partition:

Mault Store Partition -
Mame: DatalomainEmailysol PEn?

Descripkion: Parkition af Yaulk Store DatabomainEmailyso
Campuker: QAIASS

Location: M:AEnterprise Yaulk Stares)DatabomainEmail
Storage: MTFS Walume

You have chosen:

- device performs data deduplication.

-
4| | b

, symantac. Click Finish ko create the new Partition.

< Back I Finish I Cancel Help

Figure 21 Review new partition parameters
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22.0nce the partition is created, select the new partition and right-click to select
Properties.

23.Go to the Advanced tab and click Modify to change the value of “Migrate all files”
to Yes. (Figure 22) Click OK. This setting will force all files to be collected and
migrated to Data Domain.

This ensures that files not included in collections, for example those larger than
10MB, to migrate to the Data Domain share.

i ¥ault Store Partition Properties - DataDomainEmail¥s01 Ptné

=1

General I Yalume I Rollawver I Backup | Colleckions I Migration —&dvanced |

List settings Framm: Erterprise Yaulk
Setking | Yalue |
£ Migrate all files Yes

Reset all | Tesk | Modify |

— Descripkion
When set to "es' Forces all eligible Files to be collected and migrated.
When set to ‘Mo’ a small number of Saveset files mayy remain
uncollected, and therefore unmigrated,

K I Cancel | apply | Help |

Figure 22 Edit Advanced Properties - Migrate ALL files
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Define the archive policies

After the Data Domain has been configured as an archive target, create an archive
policy to move data from the archive source to Data Domain. This involves the
following basic steps (refer to the Symantec documentation for detailed steps):

1.
2.

AN

Define a Retention Category.

Define archive “targets” (file system, email, and/or SharePoint) within Enterprise
Vault.

Configure the policy and apply the retention category desired.
Define the file matching criteria for moving data between tiers.
Specify the target Vault Store/Vault Store Group.

Create a custom schedule for the policy or modify the “Site Policy”.

The following documents may be useful for setting up archiving use cases you may
want to implement. Refer to these documents for the detailed instructions involved in
putting the above steps into practice.

For file system archiving: Setting up_File System_Archiving
For email archiving (Exchange): Setting up Exchange Server Archiving
For email archiving (Domino): Setting up_Domino_Server Archiving

For Microsoft SharePoint archiving: Setting up_SharePoint_Server_Archiving
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Using with the optional Retention Lock feature

This particular method of using Data Domain as target storage creates many small
files and should only be used for smaller implementations where DD Retention Lock
is absolutelyrequired.

Symantec Enterprise Vault retention holds documents for a user-specified amount of
time. When that time expires, Enterprise Vault can be set to automatically dispose of
those records. When Enterprise Vault retention is in effect, these documents cannot
be modified or deleted via Enterprise Vault.

With Enterprise Vault retention, you need to create a separate Vault Store Partition
with the “Device stores data in Retention Lock mode” parameter set for each specific
retention period that you want Enterprise Vault to manage. This is best served by
having a separate Data Domain CIFS share associated with each different Vault Store
Partition to be configured.

Enterprise Vault retention supports the Data Domain Retention Lock feature. Ideally,
Enterprise Vault retention and Data Domain Retention Lock are used together. This
prevents any modification or deletion of files under retention from occurring directly
from the Data Domain share(s) during the retention period specified for the Retention
Lock feature.

With Data Domain DDOS 4.x, a single retention period is defined for the filesystem.
This retention period is in effect for all CIFS shares associated with Enterprise Vault
retention regardless of the retention defined for that share.

With Data Domain DDOS 5.0, different retention periods can be defined on a per
MTree basis. The CIFS share created for that MTree will have the retention period
associated with that MTree.

Please note that only files that are archived by Enterprise Vault as WORM files are
retention locked on the Data Domain system when the DD Retention Lock feature is
enabled. Files written to shares associated with Vault Store Partitions as non-WORM
files by Enterprise Vault (even if Retention Lock is enabled on the Data Domain) can
be modified or deleted at any time.

Files on Data Domain systems that are retention locked cannot be modified or deleted
within the user or application-specified time period. Once the retention period for a
file expires, the file can be deleted by Enterprise Vault but not modified.

General considerations

Enterprise Vault writes individual files to Vault Store Partitions created with the
“Device stores data in Retention Lock mode” parameter set. As such, archive
operations to these Vault Store Partitions will be slower than “Collection” archive
operations due to the overhead of handling individual files.

When Enterprise Vault writes savesets directly to Data Domain, the vault store
partition is configured to point directly to a Data Domain CIFS share.
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Because Enterprise Vault is aware of all files written to target storage, if the same file
is archived to a “collection” vault store partition and later written again to a
“retention” vault store partition, the file actually remains as part of the “collection”
Vault Store Partition and is not locked as it is already present in target storage.

Create a Vault Store Partition for use with DD Retention Lock

Follow the steps below to create a Vault Store Group that will include Vault Stores
configured on the Data Domain. It is assumes that a Vault Store Group and Vault
Store are already set up using your naming conventions and best practices.

1. Within the EV Administrator Console, right-click on the Vault Store in which the
Vault Store Partition will be created. Select New > Partition... (Figure 23)

= ¥ault - [Console Root!Enterprise Yault\Directory on QAIA39.QAIAARCHIYE.LOCAL  qaia-evy9-vault-site',¥ault Store Groups'DataDomain
File Action ‘Wiew Favorites  Tools  Window  Help

e I EE R I Y

(Z] Console Roak Mame
[ (&) Enterprise Vault
[l U} Directory on QATA3S, QAIAARCHIVE.LOCAL
€3 Stakus (23 Critical)
=l 8 qaia-evd-vault-site
@ Targets
Folicies
I B Enterprise vault Servers
= qaigevdsvr 1, QATAARCHIVE LOCAL {(
By Services
Tasks
@ Archives Refresh
[=l &g Yault Store Groups 3
I & DakaDomain'sG1 Eppbistl
I Databomainy's1

@

| Drescripkion | Status | Device Type
@DataDomainEmailVSDl ... Partition of Yault Store DataDomainE, .. Open MNTFS Yolume

Reporting
Set Backup Mode

Partition. .. |

Wig 3

I DatabDomainis4 B ——
T Datalomainy's3 Afrange Icons L2
@ DataDomainy'Sz. Line up Icons
@ DataDomainEmailvsol Propetties
G Express vault Stare Group T
@ Personal Stare Management alile

&3 Enterprise Yault Orline

< | i

|Creates a new item in this container,

Figure 23 Create new vault store partition
2. Click Next.

Enter a name for the partition along with a description if desired.

4. Create the new partition in an Open state if planning to use the Data Domain right
away. Click Next. (Figure 24)
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Mew Partition E |

Enter 3 name and a description for the new Vault Skore Parkition.

Mame:

I DataDomainEmailS01 PEn7?

Descripkion:

I Partition of Yault Store DataDomainEmaily301

& Waulk Store can have only one partition open for archiving, If vou
open this new partition, any exiskting open partition will be closed.

Create this new partition:

= Back I MExk = I Cancel | Help |

Figure 24 Specify vault store partition parameters

5. Select Data Domain as the Storage Type (Figure 25) and click Next.

MNew Partition E |

Enterprise Vaulk can create a Vaulk Store Partition on various types of
storage, Click Help Far more infFormation,

Storage bype:

Daka Dornain j

Metwark Share

MTFS Yolume

Plasmon UDS Archive Appliance
HY DR Askar

Daka Domain

Sun Storage 7000 Unified Open Starage Syskem
Hitachi Content Archive PlatForm (HZAP 1.6)
Pillar Axiarm

EMC Celerra Mk

EMC Centera

Hitachi Cantent Archive PlatFarm (HZCAP 2,00
Hitachi Cantent Archive PlatFarm (HCAP 2,60
MNethpp Device

Sun StorageTek S000 MAS

Assureon Archive

Permabit Yolume

< Back I Mext = I Cancel | Help |

Figure 25 Specify Data Domain as the Storage Type for the partition
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6. Specify the location for the new Vault Store Partition. (Figure 26) This location is
the fully qualified UNC path to a share that was previously created on the Data
Domain system.

The EV Vault service account must have full read/write permissions to this share.

7. Make sure Device performs data deduplication and Device performs data
compression are checked.

8. Check Device stores data in Retention Lock mode if the DD Retention Lock feature
is installed and enabled on the Data Domain system. (Figure 26)

EMC strongly recommends that you configure Enterprise Vault for use with collections
as described in “Configuring Enterprise Vault archive storage with collections and
migration” on page 15 if you are not using DD Retention Lock.

Mew Partition |

Enter the path to the Folder that you want ko use Far the partition, or
click Browse,

Location Far the new Waulk Store Partition:

I 14dda60-1,qaarchive.localievs_emaildata_collections Browse, ., |

—Daka Domain skorage settings

How is the storage device configured For this wolume?
™ Device stores data in Retention Lock mode
¥ Device performs data deduplication

¥ Device performs data compression

lick Help for more information on these settings.

< Back I Mext = I Cancel | Help |

Figure 26 Path to partition in Data Domain share

9. Click Run Test to perform a connectivity test to the CIFS shares and SQL servers to
make sure that connectivity to the Vault Store Partition is available. (Figure 27)
Once all test results report as “Good”, click Next.
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New Partition |

Fun the connectiviey kest to indicate the performance of this parkition
in single inskance storage.  Click Run Test to start the test,
Connectivity test progress:
Source | Destination | Connection raking
qaiaev9syrl, Q... QAIAST Good
QAIAGY QAIASY Good
QAIAZ9 gaiagv9sql.gaia... Good
Jl | B
Fun Test Reparkt |
< Back Mexk = Cancel Help |

Figure 27 Verify connectivity

10.Select Not Enabled as the desired behavior for Vault Store Partition Rollover.
(Figure 28). Click Next.

If using temporary primary storage with a Data Domain system with enough capacity
to support the implementation, it is unnecessary to configure partition rollover.

New Partition

Partition Rollover : INot Enahlad j

Enabled based on volume
Enabled based on time

—yolume ————|Enabled based on time or volume
¥ When volume reaches Iﬁ % free
€ When volumne reaches I 1 j IGB ﬂ free
= Time
% after I 3 j IMDnths j
Con | |
| =

= Back I Mext = I Cancel | Help

Figure 28 Partition Rollover method selection
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11.Ensure that the checkbox Create Vault Store Partition with security ACLs is
selected. (Figure 29) Click Next.

New Partition

Enterprise Wault can create a Vaulk Store Partition with or without
security ACLs, Click Help For more infarmation,

¥ Create Yaul: Store Partition with security &CLs

< Back I Mext = I Cancel Help

Figure 29 Specify security ACLs

12.Choose the desired method for how to check that archived items are secured
(Figure 30). Click Next.

Symantec recommends that if you are not backing up the actual Vault Store
partitions, use trigger file(s) in order to for Enterprise Vault to remove the safety
copies and stub the files.

If you are backing up Vault Store partitions, use the archive bit as the means to check
that the archived item is secured. This will allow Enterprise Vault to remove the safety
copies and stub the files.

If you are replicating to a second Data Domain system instead, the archive bit will
never reset on Data Domain. You will need to use trigger file(s) in order for Enterprise
Vault to remove safety copies and stub archived files.
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MNew Partition E |

Enterprise Yault checks whether items have been secured when the
vault skore is taken out of backup mode, and when the storage
setvice starts, Click Help For more information.

How do wou wank to check whether items have been secureds

% Use the archive attribute

™ check For a trigger file

You can set a partition scan interval to perform additional checks
For the trigger File, if required.

¥ Scam partition every I &0 _I; minubes

< Back I Mext = I Cancel | Help |

Figure 30 Specify how Enterprise Vault will check that a file is archived

13.Select None as the software to to use to manage migration of the collection files to
the Data Domain (Figure 31).

MNew Partition Ed |

Enterprise Yaulk can integrake with file collection software,

Select the File collection software to use:

e &

Select 'Mone' if you do not wank Enterprise Yault ko use File collection
software,

< Back I Mexk = I Cancel Help

Figure 31 Specify no software for file collection
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14.Verify all configured options and click Finish to complete Vault Store Partition
creation.

Mew Partition |

You have now entered all the information required to create the new
Yault Skare Partition:

Yault Store Parkition -
Marne: DataDomainEmailvsol Pen?

Descripkion; Partition of Yault Store DataDomainEmailiso
Caomputer: QAIAZY

Locakion: 11dd860-1,qaiaarchive locallew?_emaildata
Storage: Daka Damain

Y¥ou have chosen:

— device performs data deduplication.

w
1| | 3

, symantec. Click Finish to create the new Partition,

< Back I Finish I Cancel Help

Figure 32 Verify Vault Store Partition configuration
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Using with the Data Domain Archiver

The information in this section is applicable only to the Data Domain Archiver.

More information about the Data Domain Archiver can be found in the Data Domain
user documentation for both DDOS 5.0 and the DD Archiver.

About the Data Domain Archiver

Data Domain Archiver addresses the long-term retention requirements of scale and
cost by extending the proven Data Domain architecture with an internal tiering
approach. There are two tiers, sharing a common controller, management, and
namespace:

e An activestorage tier, which operates like a standard Data Domain system used
for operational recovery

e Ahighly scalable and cost-optimized archive storage tier, to which files are
migrated internally when a policy threshold (time since last modification) is
passed for long-term retention

These tiers are logical divisions of the storage attached to a single controller. Data is
stored first to the active tier, and once it has been on the active tier without
modification for a user-defined period of time, it is moved to the archive tier. The
archive tier incorporates additional fault isolation and granular recoverability, larger
capacity for archival data, improved manageability, and enhanced compression.

The DD Archiver active tieroperates essentially the same way as a standard Data
Domain system and is sized based upon the same guidelines. For example, one
could size the active tier to hold weekly fulls and daily incrementals for up to 90 days.
The active tier can be configured with one to four storage shelves, with up to 96 TB
usable capacity.

The archive tier consists of one or more archive units. Each archive unit is a logical
grouping of storage shelves, with its own deduplication context. Each archive unit can
have one to four storage shelves, with up to 96 TB of usable capacity.

Data movement from the active tier to the archive tier is transparent to Enterprise
Vault. Enterprise Vault operations with the DD Archiver are the same as those with a
standard Data Domain system. All of the data in the two tiers is accessible, although
there might be a slight delay on initial access to data in a “sealed” archive unit of the
archive tier. The namespace of the system is global, and not affected by data
movement. No partitioning of the file system is necessary to take advantage of the
two-tiered file system.

Data Movement Policies

With the DD Archiver, the data movement policies are based on when a file was last
modified. This movement policy can be set differently for each MTree. For example,
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files that might be updated periodically after movement to the DD Archiver need a
different policy than ones that will not change.

For example, it is recommended that the data movement policy be set to no less than
90 days for archiving applications where users may be accessing the archived data on
a regular basis.

Deduplication

The archive tier is comprised of one or more archive units, each of which may consist
of one or more entire shelf’s worth of storage. In addition to the deduplication that
occurs when data is first written to the active tier, there is additional compression on
the contents of the data moved to an archive unit. There is no cross-deduplication
among archive units.

Storage

The concept of tiering extends to the storage level. The active tier operates as if it
were a standalone non-Archiver Data Domain system. The active tier must include at
least one shelf worth of storage. In a sense, it acts as a cache for data that is not
considered to be static. As always, the active tier should be adequately sized to hold
the data that will be retained for only a short time as well as the data that
accumulates for movement to the archive tier. Space reclamation occurs only on the
active tier (in the current release). Space reclamation occurs via the “cleaning”
process.

e Forthe archive tier, an archive unit can consist of one to four shelves of storage.
And, there can be multiple archive units within the archive tier. As one archive unit
fills up, simply add an additional archive unit with one or more shelves of storage.
For fault isolation purposes, the Archiver “seals” an archive unit when full
allowing no additional data to be written to it. Its contents, however, are fully
accessible. The Archiver then brings the next archive unit online allowing for
incremental capacity growth for the long-term retention of data. Please note that
space reclamation does not run on archive units (in the current release). Data
moved to the archive tier that is subsequently modified or deleted will result in
wasted space. Space reclamation does not run on an archive unit until all files
within that unit have been expired and deleted by the application.

Mixed Use

When using the Archiver as a storage target for both backup and archive data, keep in
mind the following:

e Data Domain’s deduplication is optimized for co-locality of information.
Performing backup and archive operations at the same time can potentially lower
the deduplication ratios that could be achieved depending how and when the
data is received. Schedule these operations for different times so they don’t
impact (or have minimal impact) on each other.
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o C(reate separate MTrees for archive data. The default data movement policy for an
MTree is 14 days, which may be fine for backup data but not long enough for
archived data to become static (subject to very little or no modification). If
desired, create multiple MTrees for data that ages at different rates.

e Data thatis frequently accessed should have a longer file movement policy to give
it time to become more static.

e Size the active tier as you normally would for your backups and then calculate and
add in the additional capacity needed to accommodate the archive data and its
data movement policies.

Recommended best practices
e By design, once data is written to the Vault Store partitions, no changes or
modifications should occur.

e Ensure that the active tier is adequately sized to hold data not yet static.
e Avoid these common sizing errors:

= Setting a data movement policy that is overly aggressive in which data is
moved too soon. Modifying or deleting data that is present in an archive unit
results in space that cannot be reclaimed until all data in that unit has been
expired and deleted.

= Setting a data movement policy that is too conservative for data that is not
likely to change. Once active tier fills up, no more data can be written to the
system.

= Defining an undersized active unit, such that the active tier fills up
prematurely. This can result in the use of overly aggressive movement policies
to compensate for an undersized active tier.

e Backup and/or archiving performance may be degraded while the “cleaning” or
garbage collection process is running on the active tier. Try to schedule this
process during light workloads or activity. Or, you can use the existing QoS
functionality to manage cleaning and new backup data being writted to DDR.

e Backup and/or archiving performance may be degraded while data movement to
the archive tieris occurring. Try to schedule this process during light workloads or
activity.

Configuring data movement

A file is moved from the active to the archive tier based on the date it was last
modified. For data integrity, the entire file is moved.

You can specify the data movement age threshold after which data that has not been
modified is to be moved from the active to the archive tier. You can specify different
age thresholds for each of your defined MTrees.

To set a general data movement policy:
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1. Go to Data Management > File System and select the Configuration tab (Figure 33).

Data Management Replication Hardware = em Settings Maintenance
File System MTree Snapshots CIFS NFS WTL DD Boost
More Tasks ¥
State Enabled and running: 4 days, 41 minutes
Clean Status Cleaning has never run | Start Cleaning...
Data Movement Status  Archive tier has no space available for Data Moverment
Summary archive Uniks l Configuration ] Space Usage Consumpktion Daily Writken
Options
Local Compression Type Iz Marker Type auto
Archive Tier Local Comp [ ras Report Replica as Writable Disabled

Clean Schedule | Edit. ..

Time Scheduled to only run after Data Movement
Throttle 50%

Data Movement Policy

File Age Threshold 14 Days
Schedule ALE00 AM, Weekly(iue)

File Age Threshald per MTree. .

Figure 33 Data Movement Policy
2. Click the Data Movement Policy’s Edit button

Data Movement Policy

— File Age Threshold

B |owo
— Data Movement Schedule

IWEEkIv j Detault

™ Every [ Sun [C Mon W Tue [T ‘Wed
Day M Thu O Fri [T Sat

Time{hour:minute): IDE '”DD 'I

— File System Cleaning

[V Startfile systern clean after Data Moverment

| Ok || Cancel |

Figure 34 Data Movement Policy dialog
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a. Inthe Data Movement Policy dialog box (Error! Reference source not found.),
select the threshold number of days. When the data movement starts, all the
files that have not been accessed for the specified threshold number of days
are moved from the active tier to the archive tier.

b. Seta schedule for the data movement policy. For example, weekly, daily,
specific days, and a time in hours and minutes).

c. Afile system clean is recommended after the data movement. De-select this
option if you do not want the clean to occur.

To configure the age threshold for an individual MTree:

1. Go to Data Management > MTree and select the MTree who’s age criteria is to be
set.

2. Inthe MTree’s Summary tab, scroll down to Data Movement Policy and click Edit.

3. Specify the age value for movement of files in this MTree to the Archive tier (Figure
35). For example, for files that are archived by Enterprise Vault that are under a
year old, this age threshold should be at least 90 days. When archiving files that
are one year or older, a more aggressive age threshold can and should be used.

Modify Age Threshold for
Systemiddappengd60-1.henson.int

Day(s)
| (8] || Cancel |

Figure 35 Age Threshold dialog

4. Repeat steps 1-3 to set the age value for data movement for other MTrees.

Data movement of files associated with an MTree occurs when files meeting the age
criteria associated with the MTree are found when the Data Movement policy
executes. Files not meeting that MTree’s age criteria at the time of policy execution
remain in the active tier.

Retention Lock

Please be aware of the following when using the Retention Lock feature with the Data
Domain Archiver:

e Files that are retention locked when moved to the archive tier remain retention
locked. These files cannot be modified or deleted by Enterprise Vault or direct
access to the share until the retention period expires. After the retention period
expires, the files in the archive tier can be deleted but not modified.

e Retention locked files can be read at any time.

EMC Data Domain and Symantec Enterprise Vault Integration Guide




