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Introduction

Symantec NetBackup provides a complete, flexible data protection solution for a variety of
platforms. The Oracle ZFS Storage Appliance Plug-in for Symantec NetBackup OpenStorage
extends Symantec NetBackup to allow NetBackup to interface with and use advanced features
of the Oracle ZFS Storage Appliance. This guide provides an overview of how to install,
deploy, and troubleshoot the plug-in into an Oracle ZFS Storage Appliance environment.

This guide is written for the Symantec NetBackup administrator and assumes the user has
thorough knowledge of how to use NetBackup. For more information regarding NetBackup,
see the Symantec NetBackup Administrator’s Guide.

Note: The formerly named Sun ZFS Storage Appliance is now called the Oracle ZFS Storage
Appliance, and its legacy Appliance Kit software versions and their documentation may still
reflect the former name. References to Sun ZFS Storage Appliance, Sun ZFS Storage 7000,
and Sun ZFS Backup Appliance all refer to the same family of Oracle ZFS Storage Appliances.
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About the Oracle ZFS Storage Appliance Plug-in

The Oracle ZFS Storage Appliance Plug-in for Symantec NetBackup OpenStorage performs as a

remote interface to the Oracle ZFS Storage Appliances. This interface allows NetBackup to back up,

duplicate, and delete data from the Oracle ZFS Storage Appliance using the appliance's featutes. The

plug-in provides the following primary features:

Backup image creation — Creates a backup image containing data stored on NetBackup clients
onto an Oracle ZFS Storage Appliance, using NetBackup.

Optimized duplication — Directly duplicates an image from one Oracle ZFS Storage Appliance
to another using the appliance's Remote Replication feature instead of copying the data
through the host. This results in faster duplication and reduced workload on NetBackup

media servers.

When an image that has been duplicated is expired, the plug-in does not physically delete the
image from the Oracle ZFS Storage Appliance until the image is expired from both the source
and target appliances. This is done because the Remote Replication feature of the Oracle ZFS
Storage Appliance requires that the data on both the source and target appliances be
synchronized. For details on image expiration, consult the NetBackup documentation listed in

the References section at the end of this document.

Software Requirements

The media servers that will use this plug-in must run one of the following operating systems:

Oracle Solatis 10 / 11 (x86-64 or SPARC)

RHEL ot Oracle Linux 5.x / 6.x (64-bit)

SUSE Linux 10.x / 11.x (64-bit)

Microsoft Windows Setrver 2003 /2003 R2/ 2008 / 2008R2 (x86-64)

The plug-in supportts the following versions of NetBackup:

NetBackup 7.1.x
NetBackup 7.5.x

The Oracle ZFS Storage Appliance must be running:

Oracle ZFS Storage Appliance Software version 2011.04.24.5.0, 1-1.33 or later
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Installing and Configuring the Components

Before you can use NetBackup with the Oracle ZFS Storage Appliance, you must:
e Install NetBackup on each media server.
o Install the plug-in on each media server.

e Configure the Oracle ZFS Storage Appliance(s) for backup and duplication.

Installing NetBackup on the Media Servers

The Oracle ZFS Storage Appliance Plug-in supports Symantec NetBackup OpenStorage versions 7.1.x
and 7.5.x. Follow the installation instructions provided in Symantec's NetBackup documentation to

perform this installation on the media servers.

For supported Microsoft Windows operating systems, the plug-in requires a custom installation.

During installation, select ‘Custom’ on the ‘Installation Type’ screen, as seen in the following figure.

ige Symantec NetBackup HE E3
|

Symantec NetBackup Installation Type
Specify how you would ke to install Symantec NetBackun,

& Install to this computer only.

" Tnstall to multiple computers on your network.

: P Instal Type

& Install a clustered Master Server,

If you choose the "Install to multiple computers on your network” option, the wizard prompts
wou to select fram the available computers on your netwark.,

" Typical
Perform a kypical installation, Defaulk settings For program features,
installation location, and Symantec NetBackup settings such as port numbers
will be used.

@ Custom

Petform a customized inskallation. Choose which program Features you want
installed and the settings with which NetBackup will be installed, such as part
numbers. Recommended for advanced users, This option also allows you ta
change the location where Symantec MetBackup will be installed, currenthy:

| C:\Program FilesiVeritas,

+ Technical Support

; szmamec. Back Next Cancel

Figure 1. Choosing 'Custom' installation type in the Symantec NetBackup screen for Windows users
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IMPORTANT: If NetBackup is already installed on the media server, re-run the installer again, and
select ‘Modify’, as seen in Figure 2. This will allow you to change settings that were set duting the
original installation. After pressing ‘Next’, the ‘Installation Type’ screen (Figure 1) will appear.

=

i Symantec NetBackup A= =
|
Program Maintenance
Madify, repair, ar remave the pragram.
& Modify
Change the type of NetBackup Server or Cient that is installed, For
example, this option wil alow you ko upgrade a NetBackup
(& Adrmiristration Console to a NetBackup Media Server or Master Server.
" Repair
Repair errars in the program. This aption Fizes missing or corrupt files,
ﬁ shertcuts, and registry enriss.
€ Remove
Remove Symantec NetBackup from your computer,
E ;’
P install
I Remove all Symantec NetBackup configuration, catalogs, and log files,
Technical Support
v Back Next Cancel
Symantec. = = =

Figure 2. Modifying previously installed NetBackup instance by re-running the installer

After selecting ‘Custom’ as the installation type, NetBackup will prompt with a series of options.
Accept the default options until you get to the ‘NetBackup Services’ screen, seen in figure 3.
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The NetBackup services must be run under an administrator account. Ensure that the 'Use cutrent
account settings' and 'Use the built-in system account' check boxes are unchecked and enter the
administrator username, password, and domain. For the other options on this screen, leave the default

values, as seen in figure 3. Press Next.

it Symantec NetBackup =
|
NetBackup Services

Choose the username and password and the startup bype to be used for the
Symantet NetBackup services.

™ Use current account settings.

™ Use the built-in system account

Username |administ,amr ™ Terminate MetBackup processes
Bassword [
P Options
Domain [AlE-4150-01 =] ™ Abort instal if reboat is required
Startup:
’— @ Automatic ' Manual |

[V Start job-related MetBackup services Following instaliation

Technical Support

\/Symantec Back Next Cancel

Figure 3. Entering administrator credentials for NetBackup services

Installing the Oracle ZFS Storage Appliance Plug-in for Symantec NetBackup on
Media Servers

The plug-in can be downloaded from: http://www.oracle.com/technetwork/server-storage/sun-

unified-storage /downloads/zfssa-plugins-1489830.html. Download the appropriate package based on

the media server operating system that you wish to run it on. The following details show separate

instructions for supported Microsoft Windows, Oracle Solaris, and Linux operating systems. The plug-
in must be installed on each media server that is in use.

IMPORTANT: The installation process will stop all NetBackup services. Ensure there are no jobs in
progress and close the NetBackup Administration Console before installing the plug-in.

For Windows installation:

Run install.exe and follow the onscreen instructions. To un-install, run install.exe again

and select the option to un-install the plug-in.


http://www.oracle.com/technetwork/server-storage/sun-unified-storage/downloads/zfssa-plugins-1489830.html
http://www.oracle.com/technetwork/server-storage/sun-unified-storage/downloads/zfssa-plugins-1489830.html
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For Linux/Oracle Solaris installation:

Execute the installOST. sh script and follow the onscreen instructions. To un-install, execute the
uninstallOST. sh script.

Configuring the Oracle ZFS Storage Appliance

To set up each appliance for use with NetBackup, enter the Oracle ZFS Storage Appliance Browser
User Interface (BUI) as root. The Oracle ZFS Storage Appliance(s) will require configuration to
accept both backup and optimized duplication operations. Optimized duplication requires
configuration of two Oracle ZFS Storage Appliances at minimum to establish source and target
appliances.

Configuring the Oracle ZFS Storage Appliance for Backup

Use the following steps for the applicable supported operating system to configure the Oracle ZFS
Storage Appliance for backup operations.

For Windows:

1. Login to the BUI and select the Configuration tab. Among the subtabs that then appear,
select the Services tab.

2. Enable the SMB Data service if it is not already enabled.

3. Navigate to the Shares -> Projects page. Create a new project. This project will be a
dedicated project for NetBackup and will only contain filesystems to be used by NetBackup.

4. Once the project is created, double click on the project name to edit properties for the
project. Navigate to the Protocols tab. Ensure that SMB is enabled. Enter “ost” as the SMB
Resource Name. Press ‘Apply’.

5. Navigate to the ‘Shates’ tab and create any filesystems that you want within this project. Each
filesystem that you create in this project will correspond to a volume in NetBackup.

Once these steps have been completed, you can register the storage appliance in NetBackup and

create disk pools using these volumes.

For Oracle Solaris/Linux:

1. Login to the BUI and select the Configuration tab. Among the subtabs that then appear,
select the Services tab.

2. Enable the NFS data service if it is not already enabled.
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Navigate to the Shares -> Projects page. Create a new project. This project will be a
dedicated project for NetBackup and will only contain filesystems to be used by NetBackup.

Once the project is created, double click to open the Properties page for the project. Navigate
to the Protocols tab. Ensure that NFS is enabled and the Share mode is set to Read/write.

Set any NFS exceptions that you want, but make sure the media servers have full read/write
access.

Navigate to the Shares tab. Create your filesystems within this project. Each filesystem will
correspond to a volume in NetBackup. After creation, note the mountpoint of the filesystems
that you created. The mountpoint for each filesystem can be seen on the Shares page for the
project. The mountpoint is usually /export/ filesystem, where the value for

filesystemwill match the name of an individual filesystem.

On the media servers, any filesystems that you wish to use as volumes within NetBackup will
need to be mounted at /oraclezfs ost/server name/ost filesystem, where
server name is the fully qualified name of the storage appliance and filesystemis the

name of the specific filesystem you are mounting.

For example, a storage appliance named server.example.com, with a filesystem named LSU1,

would be mounted at /oraclezfs ost/server.example.com/ost LSUL.

After the directories are created, use the following commands, depending on your operating
system, to mount the filesystems. The provided examples reflect a mountpoint for the
filesystem of /export/LSul. Change the mountpoint for your particular setup.

For Linux:

# mount -t nfs server name:/export/filesystem /oraclezfs ost/
server name/ost filesystem

For example:

# mount -t nfs server.example.com:/export/LSUL
/oraclezfs ost/server.example.com/ost LSUl

For Oracle Solaris:

# mount -F nfs server name:/export/filesystem /oraclezfs ost/
server name/ost filesystem
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For example:

# mount -F nfs server.example.com:/export/LSUL
/oraclezfs ost/server.example.com/ost LSUlL

Once these steps have been completed, you can register the storage appliance in NetBackup and create
disk pools using these volumes.

Configuring Dual Oracle ZFS Storage Appliances for Optimized Duplication

Optimized duplication uses the Remote Replication feature of the Oracle ZFS Storage Appliance to
directly duplicate an image from one Oracle ZFS Storage Appliance to another instead of copying the
data through the host. To use this feature, two storage appliances are designated. The storage
appliance where backups are performed is referred to as the source appliance, while the storage
appliance where the backup images will be stored is referred to as the target appliance.

When an image that has been duplicated is expired, the plug-in does not physically delete the image
from the Oracle ZFS Storage Appliance until the image is expired from both the source and target
appliances. This is done because the Remote Replication feature of the Oracle ZFS Storage Appliance
requires that the data on both the source and target appliances be synchronized. For details on image
expiration, consult the NetBackup documentation listed in the References section at the end of this

document.
The following steps will configure the Oracle ZFS Storage Appliances for optimized duplication.

1. On the source appliance, complete all steps as described in the “Configuring the Oracle
ZFS Storage Appliance for Backup” section of this guide. The project and filesystems
that are created on the source appliance will be referred to as the source project and

source filesystems.

2. Navigate to the Configuration -> Services page on the BUL. Enable the Remote
Replication service if it is not already enabled.

3. Click on Remote Replication to enter the Remote Replication configuration page. Add a
replication target that corresponds to the target appliance to be used for optimized
duplication.

4. Navigate to the source project that contains the OST filesystems. Click on the
Replication tab and create a new Action. In the Add Replication Action window, choose
the target appliance for the target. Select a pool to replicate to. The update frequency

should be set to Continuous.
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IMPORTANT: Ensure that the chosen pool on the target appliance has at least the
same amount of disk space as the source pool.

Now that both the source and target Oracle ZFS Storage Appliances have been configured for the

remote replication, use the following steps according to your operating system to perform the
P > g step gtoy p g Sy p

optimized duplication procedure. After these steps have been completed, the source project and its

source filesystems will be replicated to the target appliance, creating a target (or replicated) project and

a target filesystem for each source filesystem.

For Windows:

1.
2.

Log in to the BUI of the target appliance.
On the Configuration -> Services page, ensure that the SMB data service is enabled.

Navigate to the Shares -> Projects page. Select the pool that contains the replicated
share. Click on 'SHOW REPLICA’ and select the appropriate target project that
corresponds to the source project on the source appliance. The name of the target

project will be in the format source appliance: source project.

Once the replicated project is selected, click on the General tab. Ensure that the
Export checkbox is checked. Press Apply.

Click on the Protocols tab. Ensure that the SMB service is enabled. Enter
osttarget for the SMB Resource Name. Press Apply.

For Linux/Oracle Solaris:

1.
2.

Log in to the BUI of the target appliance.
On the Configuration -> Services page, ensure that the NFS data service is enabled.

Navigate to the Shares -> Projects page. Select the pool that contains the replicated
share. Click on ‘SHOW REPLICA’ and select the appropriate target project that
corresponds to the source project on the source appliance. The name of the target

project is in the format source appliance: source project.

Once the replicated project is selected, click on the General tab. Ensure that the
Export checkbox is checked. Press Apply.

Click on the Protocols tab. Ensure that NES is enabled with the share mode set to
Read/write. Set any NFS exceptions that you want, but make sure that the media

servers have full access.

On the Linux/Oracle Solaris media servers, the target filesystems must be mounted.
Click on the Shares tab and note the mountpoint for the target filesystem that you
want to duplicate to. Mount the filesystem at
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/oraclezfs ost/server name/osttarget filesystem, where
server name is the fully qualified name of the target storage appliance and
filesystemis the name of the target filesystem.

For example, if the target storage appliance is named target.example.com and the
target filesystem is named LSU1 with a mountpoint of /export/LSU1L, the
example filesystem is mounted at

/oraclezfs ost/target.example.com/osttarget LSUL.

After the directories are created, use the following commands, depending on your
operating system, to mount the filesystems. The examples reflect that the mountpoint
for the filesystem is /export/LSUL.

For Linux:

# mount -t nfs server name:/export/filesystem/
oraclezfs ost/server name/osttarget filesystem

For example:

# mount -t nfs target.example.com:/export/LSUL
/oraclezfs ost/target.example.com/osttarget LSUL

For Oracle Solaris:

# mount -F nfs server name:/export/filesystem/
oraclezfs ost/server name/osttarget filesystem

For example:

# mount -F nfs target.example.com:/export/LSUl/
oraclezfs ost/target.example.com/osttarget LSUl

Using Symantec NetBackup in Conjunction with the Plug-in

Once the previous configuration steps have been completed, you can register the Oracle ZFS Storage

Appliances and create disk pools and storage units in the NetBackup interface. The first task, detailed

in the followings steps, registering the Oracle ZFS Storage Appliance, presents the appliance for

recognition by NetBackup.

10
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In the NetBackup interface, use the available Netbackup wizatrd to register the Oracle ZFS Storage
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Appliances with the NetBackup software.

NOTE: Screen shots may look slightly different, depending on the NetBackup version and operating

system being used. The following screen shots ate from NetBackup 7.5 on Windows Server 2008 R2.

1. From the NetBackup Administration Console application, click on ‘Media and Device Management
in the left—side windowpane. This will bring up various configuration wizards in the main
windowpane. Start the ‘Configure Disk Storage Servers’ configuration wizard, as selected in the

following figure.

] aie-vwin-10.us.oracle.com (7.5.0.6 Enterprise Gerver) - NetBackup Administration Console

S -[@& % =x|iEaa v d 9B

I

aie-ywin-10.us.aracle.com

B, Activity Maritar
-, netBackup Management
JE] Reparts
), Policies
1= Storage
Catalog
Host Properties
B Media and Device Management.
{23} Device Monitor
A Media
g Devices
Credentials
&) vaulk Management
[y Access Management
% Bare Metal Restore Management

=] aie-vwin-10.us.oracle. com (Master Server)

L2 !

2. Configure Storage Devices
Define robots and drives.

Configure Disk Pool

Configure Yolumes

SR

Configure Cloud Storage Servers
Define servers supporting Cloud starage

Define disk and media servers to be used in a disk pool.

Inventory robots and define volumes For use in standalone drives,

[2) [Master Server: aie-vwin-10,us.oracle,com [Connected 7

Figure 4. Starting the ‘Configure Disk Storage Servers’ wizard in Symantec NetBackup

>

2. Click Next after viewing the wizard's welcome screen. The wizard will next display an Add Storage

Server screen where you can select from a pull-down menu of disk storage types, as seen in the

following figure.

11



Oracle® ZFS Storage Appliance Plug-in for Symantec NetBackup OpenStorage, Administrator’s Guide for v1.0

Storage server configuration wizard

Add Storage Server 1Y
Provide details to create storage server x-'{,"‘
o

Select the type of dizk storage to configure:

AdvancedDisk j

AdvancedDisk
Media Server Deduplication Pool
Purelisk Deduplication Pool

MNate:

AdvancedDizk lets vou combine disk storage directly attached to a MetB ackup media
zerver into & zingle pool. AdvancedDisk storage allows uze of extended capabilities not

pozzible with basic disk storage units, such as storage lifecycle policies and intelligent
capacity management.

< Back I Hest > I Cancel Help

Figure 5. Selecting ‘OpenStorage’ as the type of disk storage

3. Select 'OpenStorage’ as the type of disk storage. Click Next. The wizard then displays a window
prompting for details about the storage server, seen in the following figure.

12
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Storage Server Configuration Wizard
Add Storage Server .
Provide details to create storage server Xj(/

—Storage server detail

Storage gerver name: Iamber-air.us. oracle.com

[~ Use Symartec's OpenStorage plug-in for network-controlled storage server

Storage zerver bupe: Ioracle-zfssa

Select a media server that has the vendor's OpenStarage plug-in installed. MetBackup will query
the starage server for itz capabilities by zending the probe through the media server you specify.

Media server: Iaie-vwin-‘l 0.uz.oracle.com 'I

— Enter credentials:

Lzer name: rook

Password:

xxx>1

LConfirn pazsword:

< Back I Mest » I Cancel Help

Figure 6. Specifying storage server details for the Oracle ZFS Storage Appliance

4. Enter the storage server details. For the storage server name, you must use the fully qualified
domain name (FQDN) of the appliance; otherwise, optimized duplication may fail. If the FQDN
has not been used, you should unregister the appliance, delete the appliance from the host cache,
and re-register it. Specific instructions for this process atre located in the Troubleshooting section

of this guide.

Leave the ‘Use Symantec’s OpenStorage plug-in’ box un-checked.
For storage server type, enter 'oracle-zfssa'.

Select the appropriate media server.

Enter the root credentials for the Oracle ZFS Storage Appliance. Press Next. The wizard will
display the entered configuration details for review before committing them.

13
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Storage Server Configuration Wizard

Storage Server Configuration Summary 21y
Selected values and defined settings x—k‘;“
o

Review the summarny below for the selections pou made to create the storage server. Click the
back button ta make changes if any information iz inconect.

Starage server type: oracle-zfsza

Starage zerver name: amber-air.uz.oracle. com
Media server: aie-4150-01. central. sun.com
User hame: root

To begin configuring the storage server, click Mest

< Back Cancel Help

Figure 7. Verifying storage server information in the Configuration Summary window in NetBackup

5. Verify that the information entered is correct and press Next to confirm the configuration.

14
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6. As the storage server is added or 'created' for recognition in NetBackup, the wizard displays the
associated tasks' progress as seen in the following figure. Wait until the storage server is added and
click Next when complete.

Storage Server Configuration Wizard E

Storage Server Creation Status £1y-
Perforrming required task for storage server creation X |

iy

Fleaze wait while the wizard completes the following tasks:

Status | Perfoming tazk. .. | Details

v Creating storage gerver amber-air us.oracle. com...

¥ Adding credentials for zerver aie-4150-01. central...

| | i

Cancel Help

Figure 8. Receiving status information for the storage server creation process in NetBackup's wizard

7. At this point the storage server has been successfully added to NetBackup. Press Close to exit the
wizard, or press Next to enter the Disk Pool Configuration wizard.

If you wish to use the optimized duplication feature, you must run the Storage Server Creation wizard

again and add the target appliance.

Creating Disk Pools and Storage Units

1. Start the Disk Pool Configuration Wizard. The wizard displays an identifying welcome screen, seen
in the following figure. Press Next to proceed with the configuration wizard.

15
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| Disk Pool Configuration Wizard [ x|

' Welcome to the Disk Pool
Configuration Wizard

Thiz wizard will guide vou through the steps required to
create a digk pool and a storage unit that will utilize the newly
created dizk pool.

Before starting, physically deploy pour disk, devices and
perform all configuration steps specified by the storage
| spetemn vendars,

“Y'ou must alzo enzure that any required software plug-ins ae
installed on the MetBackup media server(z].

MetBackup should be made aware that the disk gystems are
ready for uze. Thiz iz done by declaring the existence of
ztorage servers and the credentialz required for access.

To beqin, click Mest. For assistance, click Help.

< Back Cancel Help

Figure 9. NetBackup's Disk Pool Configuration Wizard welcome screen

16
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2. In the next window, for Disk Pool creation, select 'OpenStorage (oracle-zfssa)' as the Disk Pool
type. Press Next to continue.

Disk Pool Configuration Wizard

Disk Pool

Select the type of disk pool 1o create. [ﬂ_

Tvpe:

Mote: If a desired disk poal type is not shown in the list above, verily that the appropriate
license key is installed and that a storage server of that type has been defined.

To continue, click Mext.

< Back I Mext > I Cancel I Help I

Figure 10. Choosing a disk pool type in the Disk Pool Configuration Wizard

3. Select the storage server on which you wish to create a disk pool. Press Next.

jDisk Pool Configuration Wizard [ <]

Select Storage Server
Select storage server to scan for disk volumes.

Starage server

Mote: If a starage server does not appear in the list, then NetBackup has not besn made
aware of its existence,

To continue, click next

<Back [ Mewts | Cancel | Help |

Figure 11. Selecting the storage server that you wish to create a disk pool on

17
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4. Select the volume that you want to create a disk pool from. These volumes correspond to the
filesystems that you created on the appliance in the “Configuring the Oracle ZFS Storage Appliance
for Backup” section. Volumes that correspond to soutce filesystems and that can be used for
backups have an ‘ost’ prefix. Volumes that correspond to target filesystems and to which duplicates
can be sent have an ‘osttarget’ prefix. Only one volume may be selected for a disk pool. If a source
filesystem is chosen for the disk pool, the disk pool will be known as a source disk pool. If a target
filesystem is chosen for the disk pool, the disk pool will be known as a target disk pool.

Disk Pool Configuration Wizard [ %]
Select Disk Pool Properties and Yolumes [ﬂ -
Select the disk pool properties and volumes to use in the disk poal.
Storage server: amber-air. ug. oracle. com
Storage server type: oracle-zfssa
Disk pool configured for: Backup j

r— Digk pool properties and wolume:

A disk pool inheritz the properties of itz volumes. Only volumes with gimilar properties
can be added to a dizsk poal.

If properties are specified, the list displays volumes that match the selected properties.

I~ | Replication source
™| Replication target

Select volumes on the storage server to add to the disk pool:

Wolume Mame | Available Space | Faw Size | Fieplication |
[ ost_documents 1427 TE 1.427 TB Mone
ozt_hello 1427 TE 1.427 TB Mone
[ ost_share2 1427 TE 1.427 TB Mone
Total available space; 1.427 TB
Tatal raw size: 1.427 TB

< Back I Mest » I Cancel | Help |

Figure 12. Choosing the volume for the disk pool. Only one volume can be selected.

18
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5. Enter a disk pool name. It is recommended that the disk pool name contain an indication of
whether the disk pool is a source or target disk pool. Enter any comments if you wish, and select the

defaults for the other options.

Disk Pool Configuration Wizard

Additional Disk Pool Information

Provide additional information and verify disk pool configuration

=

details.
Storage server: armber-air. uz.oracle.com
Storage server tppe: oracle-zfzza
Disk pool configured for: Backup
Digk pool size
Total available space:; 1.427 TB
Tatal raw size: 1.427 TB

Dizk pool name:

Idp_source_hello

Comments:

disk pool containg backup datd

High water mark: Lows weater mark:
98 _:I % 80 _:I %

b aimum /0 streams

Concument read and write jobs affect digk. perfformance.
Lirmit [/0 streams to prewent disk overload.

[~ Limit 140 streams I-‘I _|::' per volume

< Back I Mext » I Cancel

Help

Figure 13. Setting the disk pool properties
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6. Verify the disk pool configuration and click Next if all the information is accurate.

Disk Pool Configuration Wizard [ x|
Summary

Yerify Disk Pool configuration is correct [ﬂ N

Below iz & summary of the selections you made ta create the disk pool. Review the
infarmatian, and if any information iz incarect, click the Back button and make
appropriate changes:

Storage server name: amber-air. Uz, oracle.com ;I
Storage zerver type: oracle-zfzza

olumes: ozt_hello

Dizk Pool Details:

Dizk Pool M ame: dp_source_hello

Configured for enapshots: Mo

Replication: Mone

High W ater kark: 93

Low W ater Mark: a0

Marimum 1/0 streams: Urlmited

Comments; disk. pool contains backup datz

=
4| | »

To configure the disk pool, click HNest.

¢ Back I MNext > I Caticel Help

Figure 14. Verifying the disk pool details in the Configuration Summary window
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7. After successful completion of the disk pool creation, you have the choice to create a storage unit.

Ensure that the ‘Create a Storage Unit’ box is selected, and click Next to create a storage unit for this

disk pool.
Disk Pool Configuration Wizard E
Storage Unit creation 5] -
Choose to create & Storage Unit >

The disk pool configuration is complete.

‘Would yau like ta create a Storage Unit that uses dp_source_hella ?

v Create a Storage Unit that uses dp_cource_halicé

To eontinue, click Next

< Back I Nest > I Lloze | Help |

Figure 15. Creating a storage unit that uses the disk pool
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8. Enter a storage unit name. Itis recommended that the name contain an indication of whether it is
using a source disk pool or target disk pool. Keep the default values for ‘Maximum concurtent jobs’
and ‘Maximum fragment size’. Click Next to create the storage unit.

Disk Pool Configuration Wizard E
Storage Unit Creation <]
Enter details to create storage unit, :
Disk. Pool: dp_source_helo
Storage server lype: oracle-zissa

Storage unit name:

214_source_helld

Media Server
* Use any avaiable media server to transport data

= Use only the selected media servers:

L] zie-4150-01. central sun.com

b aximum concurrent jobs: I aximum fragment size:

[i = 524208 M

< Back I Mest » I Cancel Help

Figure 16. Setting the storage unit properties

9. Once the storage unit is created, the wizard will display a successful completion screen. Click Finish

to exit.

If you wish to use the optimized duplication feature, you must register the target appliance and create a
new disk pool and storage unit with the target volume. The target volume is located on the target
appliance and will have the same name as the source volume, but with an “osttarget” prefix instead of

<«

ost”. Repeat the previous steps for your target appliance.

Creating a Backup Palicy

A backup policy is needed to back up data from clients. A backup policy allows you to define backup
schedules and settings for backing up one or more clients.
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1. On the NetBackup Administration Console GUI, expand the ‘NetBackup Management’ node

in the navigation tree on the left hand side.

J Ele Edt Wew Actons Help

EREEEEREAEEY P dE]

sie-4150-01.us o acle.com
=] -

53 ale-4150-0L us. oracle. com (Master Server)

Activity Maritor
g i » ., Configure Disk Storage Servers
. ‘ J Define servers supporting data deduplication, OpenStorage or AdvancedDEk technology.

Configure Cloud Storage Servers

{53 Storage Units “ ¢ Define servers supporting Cloud storage.
@ Storage Lk Groups

(1) Storage Liecycle Policies

Catalog Configure Disk Pool
g Host Properties a Define disk and media servers ta be used in a disk pacl.

B} Media and Devics Management
5] Devica ontor

& Media
& Devices
o
g i Create a Policy
Define schedles and settings for batking Lp one or more dients, snapshats or virtual machines.
1 vedia servers
? Server Group
I, Topology Import Images
Disk Pools ", | This wizard vl assist you n stepping through an import
SaN Clients <

B, Credentials
{8 Disk Array Hosts
& NDMP Hosts S
B storage Servers
{1 Virtual Machine Servers
@} vault Management
{5 Access Management:
% Bare Metal Restore Management:

Recover the Catalog
Restore the catalog in 3 disaster recovery situation From a hot, online catalog backup.

@) [Wester Server: aie-4150-01 s oracle.com [Connected

Figure 17. Expanding the ‘NetBackup Management’ node in the NetBackup navigation tree
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2. Right click the ‘Policies’ node under ‘NetBackup Management” and select ‘New Policy’.

s - aie-4150-01.us.oracle.com - NetBackup Administration Console

Eie Edit View Actions Help ‘Z
8-me&lsax[tmaalveBREBla|lcasttd= 5=
aie-4150-01.Us.oracle.com aie-150-01.us.oracle. com: D Polcies
5] sie-4150-01..us oracle com (Master Server) Mame | Dat.. | Type | Stor.. | Yolu... | Che... | Jobs/Policy [ Priarity | Active | Effective Date. [ [ [ True image Recovery | | [col.. [a ] [ [[[11c
-~ Activity Monitor
-3 NetBackup Management
Reports
88 1 Hew Windouw From Here
1B Hy Copy Chrl+C
E [ Baste b+
g Cédd Change.,. Enter
He
Delet Del
G i e 2
-5 o g
- M

F e Schedule,,,
E’ DX st ey et

[ e Bchup Selection, ..
L8 &P Copy to ey Policy.

|G fw Activate

1B B Deartivate

- ) Wanual Backup,

&é  End...
8 Vew »

| Efttorage servers
“-{) Virtual Machine Servers

&) Vault Management

- Access Management

-, Bare Metal Restore Management

4 | |

[Z) [Master Server: aie-4150-01,us.oracle.com |Connected %

Figure 18. Creating a new policy

3. Enter a name for the new policy in the resulting pop-up window and click OK.

Add a New Policy E

Palicy name:

I palicy 1|

[~ Use Palicy Configuration Wizard,
Ok I Cancel Help

Figure 19. Entering a name for the new backup policy
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4. 'The ‘Add New Policy’ window, showing your new policy name, should appear, as shown in
the next figure. Select the ‘Attributes’ tab. For ‘Policy storage’, select a source storage unit.
For "Policy volume pool, select 'NetBackup'. Note that backing up a policy to a target storage
unit will cause the backup to fail.

The rest of the available options are not used for the Oracle ZFS Storage Appliance. For
descriptions for these other options, see the NetBackup Administrator’s Guide for your
installed version of NetBackup.

Add New Policy - policy1 E

Poalicy type: | M5 windows =l I¥ Go into effect at | B29/2m13 [ 11150340 =
Destination F Backup Metwork Drives
Cross mount poirts
Data classification: <Ma data classification> = _
kL I 0 data classification: J I Compression
Policy storage: =] su_source_hello j I Encryption
_ A Available Collect disaster recovery information for:
Policy volume pool: {su_source._helio [ Bare Metal Restare
3u_target_hello I Collect true image restare information
; . ith e detection
[~ Take checkpoints eveny: IU 3‘ minutes i
- ™ Allow multiple data streams
[~ Limit jobs per policy: I 3: I” Dizable client-side deduplication
lsly 0 = I™ Enable granular recavery
I Use accelerator
Media Dwner: I Any j Keyward phraze: I
I Enable indeging for zearch
[Must alzo be enabled for the schedule and client]
Indexing Semver I j
— Snapshot Client r— Microzoft Exchange Attribute
I~ Perfarm black levelincremental backups Exchange 20100 DAG or, Exchange 2007 replication (LR ar CER]
™ Perform snapshat backups [Hptions... |
™| Rietaitysnapshnt for rstant Besovens or SLP management Dtz backup voues I j
I™ Hyper'/ server I Freferred server list.. | [Exchange 2000 D&G only]
™| Perform off-host backup
Uses I j
I achire: |

0K I Cancel Help

Figure 20. Setting attributes for the new backup policy
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5. Select the ‘Schedules’ tab on the ‘Add New Policy’ window. Click ‘New’ to add a schedule.

6. Create a new schedule with your preferred settings. Click ‘OK” when completed.

i ndd New Policy - policy1

atibutes F Schedules | B Clents | £ Rackup Selections |

2 4 5} g 10 12 14 16 12 20 22 24

Sun . . . . . . . . . . . . . . . . . . . . . . .

M¥ion - -

Tue bl Add New Schedule - Policy policy1 < <

V:ES « T Awbutes I% Start\:\f’\ndowl @ Exclude Datesl - .
ame: ~ Destination: T
|s:hed'\| [~ Multiple copies Configure... |

Type af backup:

[~ Dvenide palicy storage selection:

IFuII Backup
RIS
= Syrthetic backup
¥ = | Aicoeleraton forcedliescan

[~ Enable indexing for search (Must also be
enabled for the policy and client]

Schedule type:
" Calendar
I | Hetiies allowed after runday

" Frequency:

[1 lwesks =

| IEl

™| Overide palicy walume poo):

I MetBackup j

[ Dvenide media owner:

I Ay j
Retention: Media multiplezing

| 2 wesks evel 1] =

|nstart Recoven:
% Sriapshots and copy snapshots b & storage writ

£ Snapshots only

OK. I Cancel | Help |
. | 0|
Mew.. | Delete | Froperties |
ak. | Cancel | Help |

Figure 21. Creating a new schedule for the backup policy
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7.  Select the ‘Clients’ tab on the ‘Add New Policy’ window. Click ‘New” and add a client.

i add New Policy - policy 1

= Atlrlbulesl @ Schedules Clients |B Backup Selecl\onsl

Client name: Hardware

¥ Dietect gperating system when adding or changing a client Mew. Delete | PFroperties |

oK | Cancel | Help |

Figure 22. Adding a client to the backup policy

8. Select the Backup Selections tab on the ‘Add New Policy’ window. Select "New" to add a
directory on the client that will be backed up by this policy. Press OK to finish.

Add New Policy - policy1

=] Attributes | & Schedules | S8 Clients {2 Backup Selections |

Backup Selections |
(L1 C:\Documents and Settings

N
kG

Hew Delke Rename | [ = |

oKk | cencel | Hep |

Figure 23. Choosing a directory as a backup selection for the new policy
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Manually Starting a Backup Operation

NetBackup will automatically start a backup operation based on schedules that you created within the

Oracle® ZFS Storage Appliance Plug-in for Symantec NetBackup OpenStorage, Administrator’s Guide for v1.0

policy. To start a backup operation manually, follow these steps:

1. Expand the NetBackup Management’ node on the navigation tree on the left side of the

NetBackup Administration Console GUIL Select the ‘Policies’ node.

Fle Edt Yiew Actions Help

] Policies - aie-4150-01.us.oracle.com - NetBackup Administration Console

8- malx=xsmaaveR 6=

B EEES

aie-+150-01,Us oradle.com

[[sie-4150-011 us. oracle. com: 1 Folicies

[ aie-4150-01.0s.oracle. com (Master Server)

Activity Moritor
HetBackup Management
s

(=5 Storags Units
By storage Uit Groups
g} storage Lifecycle Palicies
Catalog
Host Properties
=) Media and Device Management
- 153) Device Monitor

) Media Servers

? Server Group
- Topology
Disk Poals
SN Clients
L Credentials
& DiskArray Hosts
.5 DM Hosts
=] storage Servers
£ Virtual Machine Servers
&) vault Managemert
T Access Management
%, Bare Metal Restore Management

Tobs{Policy | Friority | Active

[ Effective Date

[T T 7rue tmage Recovery [ [ [ Collo [a ] [T 1]
Ho Mo .

|%ame [Dat... [Type |Stor... | vol... | Che... |

pocyl - M. sus

HetB,

0 ves

5[29(2013 11:28118 AM

o

| I

[(9) [Master Server: aie-+150-01.us oracle.com (Connected 7

Figure 24. Expanding the ‘NetBackup Management’ node in the navigation tree
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2. Right click on the policy you want to enact and select ‘Manual Backup’.

ie-4150-01.us.aracle.com - NetBackup Administration Console

Ele Edit view Actions Help ‘E

S-m 8l X i BEas v B NEBEcbgtrd 2 suH

aie-4150-01 us.oracle com

ale-4150-01,us.oracle.com {Master Server)
Activity Monitor § e
g MetBackup Management B Copy Tt
Reports B, past= Cery
) Policies B
(=) Storage e Hew.., Ins
{5 Storage Uniks < Change, Enter
G storage Unk Groups ¥ Delete Del
(@) starage Lifecydle Polides B
Catalog P Copyto New Policy.
g Host Properties
25 Media and Device Management Adivete
5 Device Moniter Deactivate
& Media g
B Devices _
g Drives itz b
(2 Robots Columns »
3 Media Servers 28, sort
? Server Group Eind 3
S Topology = ]
% Disk Pools 7 Filter CortT
SeN Clienks W Cler Fiter. Gl
. Credentials JE
£& Disk Array Hosts Settings 3
2 NDMP Hosts —_—
El storage Servers
{5 Virtual Machine Servers
@) Vault Management
5y Access Management.
# Bare Metal Restore Management

. | »

[C3) ster Server: sier#150-01us.acl.com Connected

Figure 25. Selecting ‘Manual Backup’ in the NetBackup Administration Console

3. Select a schedule and client(s) to start the backup. To back up all clients, press OK without
selecting any clients.

Manual Backup [ x|

Start backup of policy: policyl
Schedules: Client:

Select a schedule and one or more clients to start the backup.

To start a backup For all clients, press OK without selecting any clients,

o4 I Cancel Help

Figure 26. Starting the backup

29



Oracle® ZFS Storage Appliance Plug-in for Symantec NetBackup OpenStorage, Administrator’s Guide for v1.0

4. 'To view the status of a backup, click on the ‘Activity Monitor’ node on the left side navigation

tree of the GUL

- aie-4150-01.us.oracle.com - NetBackup Administration Console

File | Edit View Actions Help

B-@Ezx~xsemalvy D =

[ @m0 P00

ie4150-01 us.orale.com aie-4150-01 us.oracle.com: 1 Jobs {0 Queued 1 Active O Waking for Retry 0 Suspended 0 Incomplete 0 Done)

E] 5\2-4150-01.us.ura:le‘wm (Master Server) b0 | Type [ oob state [ State Detais

Status | Job Policy | Job Schedule: [ client

nikor
Active

- '), MetBackup Management * 542 Backup
11 [Z] Reports
@ Policies
=] Storage
i Starage Units
B Storage Lnit Groups
- [g Storage Lifecycle Policies
Catalog
o4&l Host Properties
-1 B Media and Device Management
{23} Device Manikar
7Bl Media
-1 Devices
(@) Drives
- [B Robots
- 54 Media Servers
i Server Group
: Topology
i Bl Disk Pools
g2 SAN Clients
2. Credentials
[ Disk irray Hosts
o & NDMP Hosts
- B storage servers
-5 virtual Machine Servers
i1 ) vault Management
& Access Management
-4 Bare Metal Restore Managemertk

policy! sched! aie-4180-01

Jobs Services Processes Drives

[(2) [master Server: aie-4150-01.us.oracle.com [Connected 2

Figure 27. Viewing the progress of the backup in the Activity Monitor

Once the backup is complete, the backup image will show up in the Catalog. To view the Catalog,

expand the ‘NetBackup Management’ node in the navigation tree and select ‘Catalog’. Select the
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appropriate date/time range and click ‘Search Now’.
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Eile Edit Wiew Actions Help

7] Catalog - aie-4150-01.us.oracle.com - NetBackup Administration Console:

EREIREIE AR R AN A

|#FfmBrs 3@ 2

aie-4150-01,us,oracle,com

5 aie-4150-01.us.racle.com (Master Server)
- Activity Monitor
-8 MetBackup Management
-[E] Reports
8 Policies
Storage

= Storage Units

& Storage Unit Groups

- [gg) storage Lifecydle Polides
-8 Catalng
388 Host Propertiss
-2 Media and Device Management
{ER Device Monitor
= Vedia
B Devices

g Drives
(5 Robots
-4 Media Servers
? Server Group
-y, Topology
1B Disk Ponls
: % SAH Clients
EHL Credentials

-{ Disk Array Hosts
i & NDMP Hosts

5] Storage Servers
- virtual Machine Servers
-} Vault Management
7} {7 Access Management
- ¥ Bare Metal Restore Management:

Action: Capies:
[ty =] [primary Copy =
~ Media: Policy:
& Media ID: Wedia Server; [ <Al paicies > |
[ <ai> ] [<Anredi servers> | Paliey type:
€ Disk bypes: Disk Pool; [l Policy Types> =1
[pasic pisk. ] [eni> || Tvpe of backup:
Media Server: Paifi; [ Bachup Types> |
= | =l Client (host name):
<All Clients> -
~Date [ time range: I =
Between; <1 [Fma: =
I 7/ 3je0is J | JiS0:SBFM | ™ override default job priority
andi | gjaojzots x| [11:s9m0 e - Job Bricrity: L=

(Higher mumber is greater pricrity)

Images: 7/3{2013 356,58 PM to 8/30/2013 11:59:59 PM Yerify Primary Copy Policy Type: Unknown Folicy Type

1 Selected O]

Backup ID [Date [ Time: [ Schedule Na... [ Server [ Meda 1D | Copy Number [ Prinary Copy | Mirror
£ aie-4150-01_1377737849 Bf28(2013 £:57:29 PM Full aie-4150-01.centra,.. @aaabv 1 Yes
‘ aie-4150-01_1377807636 829j2013 2:20:36 PM schedl aie-4150-01.centra,.. @aaabv 1 Yes Mo
£ aie-4150-01_1377807937 Bf29(2013 2:25:37 PM sched! aie-4150-01.centra,.. @aaabyv 1 Yes Mo

<

|

# Search | Results

[(Z) Master Server: aie-4150-01 us.oracle,com [Connected

Figure 28. Viewing the backup image in the catalog

Duplicating an Image Using Optimized Duplication

In order to duplicate an image that exists on a source appliance using optimized duplication, the target

appliance must be registered in NetBackup and a target disk pool and target storage unit must be

created using the target filesystem that corresponds to the source filesystem the image resides on. See

the previous instructions in this section for these procedures.

Once you have your target destination configured, you can proceed to the following steps to configure

the duplication procedure.

1. Expand the NetBackup Management’ node on the NetBackup application's left-side

navigation tree and select ‘Catalog’.
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2. In the catalog window, select ‘Duplicate’ for the action. Select the appropriate date/time
range and click ‘Search Now’.

NetBackup Adm

J File Edit Wiew Actions Help ‘ Z
|8 @& %% bd a4 7288 alaFpas 582
aig-4150-01,us,aracle.cam Action: Copies!
8: aie-4150-01.us.oracle.com (Master Server) IDUD"CEtE Ianary Copy j
Activity Maonitor Veri Palicy:
=1 HetBackup Management [<arPeicies= =
Reparts mport
8 policies [ <all= =[] <Alltedia Servers= | Poliey type:
&) Storags € Disk bypes: Disk Pl | <Al Poiicy Types= =l
storage Lnits [<an= = J<ai= ]| Time of backup:
[+ Storage Unit Groups e Path: |<AII Backup Typess =l
Storage Lifecycle Policies Client (host name):
e | || ]
Catalog [ <Al Clienits> |
-48) Host Propsrties ~Date ] time range:
212 Media and Device Management Bstween: = e =
530 Device Manitar 7 3013 J 350:58 P I=| I~ Qverride default job priority
And: g .
B tedia m 8/30/2013 B e = b Priarity: T
E-G Devices
&) Drives (Higher numbet: is greater prioritg
[3 Rabots
54 Media Servers Help Search Now
? SENT" Group Images! 7/3(2013 3:58:58 PM to 5/30j2013 11:59:59 PM Verify Primary Copy Policy Type: Unknown Policy Tvpe ol
&y Topoloy
Disi PDQDTS EBackup 1D | Date | Time | Palicy Mame: | Schedule Ma... | Server I Media ID | Copy Mumber | Primary Cope I Mirrar
san Clients aie-4150-01_1377737849 8f26/2013 29 PM testing Full aie-4150-01.centra... @aaaby 1 Yes Mo
CE: N redenua\s &8 aie-4150-01_1377807636 8f29/2013 :20:36 P policyl schedl aie-4150-0L,centra,, . @aashy 1 Yes Ma
[ Disk Array Hosts £ aie-4150-01_1377607937 8292013 2:25:37 PM policyl schedi aie-4150-01.centra, . @aaaby 1 ‘es Mo
& NDMP Hosts
E Storage Servers
) Virtual Machine Servers
= @ Vaulk Management
[+ & Access Management
(-4 Bare Metal Restore Management
1| | _’I
# Search [E Results
[©) Master Server: aie-4150-01.us.oracle.com [Connected | 7

Figure 29. Selecting ‘Duplicate’ as the action in the Catalog windowpane
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3. Right click on the image that you wish to duplicate and select ‘Duplicate’.

Fle Edt View Actions Help

on Console

NetBackup Admi

- [g) Storage Lifecycle Palicies
Catalog

15148l Host Properties

&) Media and Device Management

{30 Device Monitor

- Il Media

- Devices
[ Robots

H Media servers

j ? Server Group
- Ehy Topclogy
B bisk Pools
: % SN Clients
62 Credentials
£ Disk Array Hosts
- 5 NDMP Hosts
- storage servers
*- B virtual Machine Servers
) vault Management
) Access Management
% Bare Metal Restare Management

S-mlels~ % s bRalvy 2N E Y LFfa805 292
aie-4150-0L Us.oracle com Action: Copies:
[ sie-4150-01 .us. oracle. com (Master Server) |DUD‘iEatE = |Pwmaw Copy =l
g Activity Monitor . Policy:
B NetBiack.p Management £ Media ID: edia Server; [ <l Poliies > =l
E _ E:E': [[<at =] [Aietia servers> =] | Poliey bype:
5 Storage € Dbk types: Dk Prcl; [ <8l Policy Types> =l
Storage Units [<a= =] [ ]| Tepeof badup:
@y Storage Unit Groups e — " [<alBackun Types= =l

Client thost name);

Al

51

[ <Al Clints>

~Date | time range:

Between: [ 71 3yzo13

BIEEE
| Ill‘SQ:SQPM

Ll

™ Cverride default job priority

Job Pricrity; 50000 3

{(Higfer mumber s greater priority)

And: | 8{30/2013

=l

Ll

6:57:29 PH aie-+150-01.centra. .
P 150-0 a..

aie-4+150-01.centra... @aaaby

4150 &
8 cie-4150-01_1377807937

schedl

& Verify
-

¥ Expire
e Initiate Import.
£ [pert

SR, Set Primary Copy

View »
Columns >
art...

Eind >

ST Fileer.. b T
3 Clear Filter. Chrl+1J

e

Images: 7/3/2013 3:58:58 PM to 8/30/2013 11:59:59 PM Duplicake Primary Copy Policy Type: Unknown Policy Type 1 Selected O
Backup ID [ Date [ Time [ Policy Mame | Schedule Na... | Server [ tedia 0 [ Copy Number [ Primary Copy | Mirror
88 aie-+150-01_1377737649 8/28/2013 testing Full @aaaby 1 ves [

3

Settings 3

# Search

[(©) Master Server: aie-4150-01 us oracle.com (Connected

Figure 30. Selecting the image to duplicate
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4. For the storage unit, select the appropriate storage unit that is the target to the source storage

unit that the original image resides on. Selecting any other storage unit will cause the backup

to fail. For example, if the original image resides on a storage unit that is linked to a volume

called “ost_hello”, the target storage unit needs to be linked to the volume called

“osttarget_hello” that is on the target appliance.

J File Edit Wew Actions Hslp

=] Catalog - aie-4150-01.us.oracle.com - NetBackup Administration Console

ER IR = AN

aie-4150-01 us. oracle.com

5 aie-4150-01 us.oracle.com (Master Server)
Activity Monitor
=8 MetBackup Management
+-[E] Reports
3, policies
=] Storage
Storage Units
& Storage Unit Groups
(5@ storage Lifecycle Policies

Catalog
(-4 Host Properties

=B Media and Device Management
) Device Manitor
-l Media
- Devices
{iZ) Drives
(B Robots
B Media servers
? Server Group
1ty Topology
Disk Pools
b SAN Clients
EH-E Credentials
(& Disk Array Hosts
5 NDMP Hosts
B storage Servers
{5 virtual Machine Servers
-4 Vault Management
(- Access Management
[+ Bare Metal Restore Management

g | SFEBPLE S 2
Action: Copies:
[Duplicate =l [primary Copy =l
Media: Folicy:
& Media ID: Pedia Serier: [ <all Policies:> =
BB ] [ <itedia Servers= || Palicy bype:
€ Disk bypes: Disk Padl; [<all Policy Types> =
[<an= = [ || Tpe of badup:
Media Server: Path; I"QH Backup Types> |

Setup Duplication Variables

Copies:

=

Frimary: Storags unit: Yolume pool:

~]| Clent thost name):

@ All storage: units must be connected to the same:
media server.

Retention: If this copy fails: Media owner:

™ Preserve multiplexing

Gt su_target_helo | =l Jeontinue d = Help
n Copyz: [ zd:f;:;:fﬂjlf I Ll Llfnnt'"”e d j 1 Selected 0|
I e (] | = K | = | Copy Number | Primary Copy_| Mirrar
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Figure 31. Selecting the target storage unit for the duplication
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5. Press ‘OK’. The duplication is now in progress. Progress can be seen from the Activity

Monitot.
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Figure 32. Viewing duplication operation progress in the NetBackup Administration Console's Activity Monitor
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Troubleshooting

To aid in troubleshooting, the plug-in generates a log file that contains every OST API call that
NetBackup invokes through the plug-in. This log file is located at: C:\Program
Files\Oracle\OST\ost.log on Windows servers, or at /oraclezfs ost/ost.logon
Linux and Oracle Solaris servers.

If many NetBackup errors are showing up, it might be beneficial to stop all NetBackup processes and
restart them again. Instructions to do this with the various supported operating systems are listed.

For Windows:
1. Close NetBackup.
2. Open a Command Prompt window.

3. Navigate to C: \Program Files\Veritas\NetBackup\bin>, assuming NetBackup was
installed to the default location. If NetBackup was installed in a custom location, navigate to the

directory where the program files were located.
4. Run bpdown.exe to stop all processes.

5. Run bpup.exe to start all processes.

For Linux/Oracle Solaris:
1. Close NetBackup.
2. Open a terminal.

3. Navigate to /usr/openv/netbackup/bin/goodies. Note: This is the default install
directory. If NetBackup was installed in a custom directory, specify your custom directory.

4. Run ./netbackup stop to close all NetBackup services.

5. Run ./netbackup start to start all NetBackup services.

Common Problems and Their Possible Solutions

Here are some common problems, and troubleshooting tips to help solve them:

Problem: Cannot add storage server to NetBackup.
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Possible solutions:
e Verify that the plug-in is installed.

e Verify that the cotrect storage server type — 'oracle-zfssa' — is being used.

Problem: When creating a disk pool in the NetBackup wizard, some volumes do not appear in
the selection menu.

Possible solutions:

e Verify that the filesystems have been configured propetly as outlined in the
“Configuring the Oracle ZFS Storage Appliance” section.

e Stop and start all NetBackup processes. Instructions on how to do this are provided
at the beginning of this Troubleshooting section.

Problem: A backup is failing.
Possible solutions:
e Verify that the storage unit that is chosen for the backup is a source storage unit.

e Verify that there is enough free space on the Oracle ZFS Storage Appliance.

Problem: An optimized duplication operation is failing.
Possible solutions:

e Verify that the storage unit that the original image is on and the storage unit that the
duplication is being copied to have a source -> target relationship. The source and

target storage units cannot be the same.

e When searching the catalog for the image that you wish to duplicate, verify that the
‘Action’ is set to ‘Duplicate’.

e Verify that the storage appliances were registered in NetBackup using the fully
qualified domain name (FQDN). If multiple media servers are managing the storage
appliance, the server name used to register it should be exactly the same across all
media servers. For example, one media server should not use the IP address of the
appliance, while another uses the FQDN. They should all use the FQDN. If the
incorrect name was used to register the appliance, the following actions must be

taken:
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1. Delete the storage server from NetBackup.

2. Delete the storage server from the host cache. To do this, you must use the
NetBackup command-line tools:

e On Windows: From the command prompt, navigate to C: \Program
Files\Veritas\NetBackup\bin\admincmd>. Run
nbemmcmd.exe -deletehost -machinetype ndmp -
machinename server name,where server name is the server

name used to register the appliance.

¢  On Linux/Oracle Solatis: From a terminal, navigate to
/usr/openv/netbackup/bin/admincmd. Execute./nbemmcmd -
deletehost -machinetype ndmp -machinename
server name,where server name is the server name used to register

the appliance.
3. Re-register the storage appliance in NetBackup using the FQDN.

Problem: Multiple concurrent jobs that are writing to the same storage unit are failing.
Possible Solutions:

e  Hxpand the ‘Storage’ node on the left side navigation tree in NetBackup. Click on
‘Storage Units’. Right click on the problematic storage unit and select ‘change’.
Change the ‘Maximum concurrent jobs’ to 1.

Problem: Image cleanup failed.
Possible Solutions:

e  Failed image cleanup jobs usually succeed on a retry. NetBackup automatically
performs the Image Cleanup operation on a regular basis. To manually force the

Image Cleanup operation from the command line:

On Windows:

1. From the Windows command prompt, navigate to C:\ Program
Files\Veritas\NetBackup\bin\admincmd>.

2. Runbpimage -cleanup -allclients
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On Linux/Oracle Solaris:
1. From a terminal, navigate to /usr/openv/netbackup/bin/admincmd.

2. Execute . /bpimage -cleanup -allclients

If the image cleanup still does not complete successfully, restart the NetBackup processes
and try again.
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References and Additional Resources

¢ Oracle Support Center

http://www.oracle.com/support

Patches and updates downloads from My Oracle Support (MOS)
(search under Sun ZFS Storage Software Patches)

e  Oracle Unified Storage Systems Documentation

http://www.oracle.com/technetwork/documentation/oracle-unified-ss-193371.html

e  Symantec NetBackup 7.1 Documentation

http://www.symantec.com/docs/TECH154178

e Symantec NetBackup 7.5 Documentation

http://www.symantec.com/docs/DOC5138
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